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Chapter 1

General Introduction




CHAPTER 1. INTRODUCTION

1.1 Background and goal of study

In recent years, a pen-based interface has received much attention since it offers
easy operation to the user. The good points of a pen-based interface are listed below.
The training of this interface is not necessary because a pen is a typical device for
writing characters and drawing figures. Even if the writing area is small, as in the
size of a card, the characters can be written clearly. Therefore, pen-based equipment
for inputting characters can be made smaller than keyboard-based equipment. In
addition, a direct pointing-operation with a pen is easier than an indirect use with a
mouse. Thus, pen-based hand-held computers such as PDAs (Personal Digital
Assistants) are being used for electronically recording personal information. In
addition to PDASs, there are many potential applications for pen-based interfaces:
inputting customers’ names and addresses in jobs at a window, validating credit card
signatures, interpreting handwritten notes, electronically mailing handwritten images

(1)(2)

with the common format called ‘electronic ink’ , writing on electronic

(3) (4)

whiteboards * 7, CAIl systems® * and so on. Generally, tablets are used to detect X, y

coordinate data of pen-movements. In recent years, a new kind of pen that can detect

(5)(6)

which is convenient to carry about without tablets, may create new applications. In

these data by acceleration sensors, have been developed . This kind of pen,

the future, pen-based interfaces will become more and more user-friendly.

A key technology for inputting characters with a pen is on-line character
recognition. Methods to recognize characters that are neatly and individually written
in single handwriting frames (Fig. 1.1) are being adopted in such applications as
PDAs. However, many users are looking forward to a freer, less restrictive method of
inputting characters. Therefore, it is important to realize a method to correctly
segment a string of characters that have been input by writing them continuously as a
string without handwriting frames (Fig. 1.2). Furthermore, there is a need for a
highly accurate character recognition method that can recognize cursive-style

characters.



1.2. SUMMARY OF THESIS
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Fig. 1.1 Handwritten characters Fig. 1.2 Continuously handwritten
in single frames characters as a string

This thesis describes our research on an on-line character string separation method
and an on-line character recognition method. To segment a string of characters
correctly, our string separation method combines physical features such as character
pitch with logical features such as character recognition results and language
processing results by network expression. Moreover, to correctly recognize
cursive-style characters, which have varied shapes, stroke orders and stroke counts,
our character recognition method is based on pattern matching that simultaneously
uses both directional features, which are off-line features generally used in OCR, and

direction-change features, which we designed as on-line features.

1.2 Summary of thesis

This thesis consists of 6 chapters. The background and goal of this thesis are
described in Chapter 1. Our on-line character string separation method using network
expression is described in Chapter 2. Approaches to on-line character recognition are
described in Chapter 3. Our on-line character recognition method that uses both
directional features and direction-change features is described in Chapter 4.
Possibilities for future work to improve our method based on recognition results are
described in Chapter 5. Chapter 6 concludes the thesis. The following paragraphs
summarize chapters 2 through 4.

In Chapter 2, we propose a highly accurate string separation method that combines
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physical features such as character pitch with logical features such as character
recognition results and language processing results by network expression. The
following conventional string separation method is well known. In this method,
string separator candidates are first extracted by physical features. Next, each stroke
group between string separator candidates is recognized, and character recognition
candidates and degree of similarity are obtained. Finally, separators are determined
by judging whether the degrees of similarity are high and whether characters
combined from character candidates are correct as a phrase by language processing.
However, this method does not use the degree of a separator’s likeness to separator
candidates based on physical features, and the final separation results are obtained by
only using the degree of similarity to characters and language processing results.
Therefore, bad effects are sometimes caused by character recognition results and
language processing results. For example, string strokes are sometimes incorrectly
separated at positions where there should not be separators when there is/are
incorrect separator(s) in separator candidates. This method necessarily gives a lot of
weight to logical features such as character recognition results and language
processing results. Our proposed method obtains separation results by the degree of
separator likeness based on both physical features and logical features. In the
experimental results, the separation rate is improved over the traditional method from
86.10% to 90.72%. Moreover, in our method, combinations of separator candidates
are expressed as network expression with physical features and logical features. By
searching for the shortest path of the network, separation results are obtained
efficiently. It is important to improve character recognition accuracy to achieve a

higher character separation rate.

Chapter 3 gives a summary of traditional on-line character recognition methods
and describes our approach. In on-line character recognition, structure analysis
approaches are generally used from the point of view of recognition processing time
and software size. However, CPU accuracy has recently improved, the cost of
memory has rapidly decreased, and various character features can now be used.
Therefore, we think a statistical approach holds great promise because it has the

advantage of its recognition dictionary being able to learn character features from
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many handwritten data without any manual work. Moreover, we think it is
undesirable to only use off-line features, such as those used in OCRs, to handle
free-stroke-order; rather, it is best to actively use effective on-line features based on

handwritten strokes in combination with off-line features.

In Chapter 4, the basic theory of our proposed on-line character recognition
method and its effectiveness are described. We confirmed that our method is better
for handling shape variations. The direction-change features express where and in
which direction the character’s stroke changes. No previous study has been made on
a statistical approach that uses direction-change features and that proves their
effectiveness. Moreover, we confirmed that our method can better handle stroke
count variations by extracting direction-change features after adding lines called
“imaginary strokes” between a stroke’s endpoint and the next stroke’s starting point
in the pen-up state. In a recognition experiment with a public on-line handwritten
database (HANDS-kuchibue d-96-02), recognition rate improved from 77.89% to
86.32% over the traditional method that only uses directional features, thus clearly

demonstrating our method’s effectiveness.
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Chapter 2

On-line Character String Separation Method

using Network Expression

SUMMARY

We propose an on-line handwritten character string separation method that
uniformly deals with character separation features. This character separation method
takes into account both physical and logical features. It is unique in that current
methods get the character separation position using a score based on only logical
features, such as the character recognition results and the language processing results
from separation candidates classified by their physical features. Our methods obtain
the character separation position from scores based on both physical features and
logical features. We show that the character string separation problem relates to the
shortest path problem by expressing character string features as a network expression.
We devised our string separation method with Multi-level network expression and
Unified network expression. Unifying the physical features and logical features within
each network expression improves the separation rate. The separation rate of another
method for Japanese kanji strings with only logical features is 85.5%. The separation
rate of our first method with the Multi-level network expression is 86.7 %. The
separation rate of our second method with the Unified network expression is 90.7%.
Furthermore, we can speed up the string separation process with the Unified network

expression.



CHAPTER 2. ON-LINE CHARACTER STRING SEPARATION METHOD

2.1 Introduction
The idea of a pen-type interface has been received with great interest as a means

Ul

investigated for easy text input. Generally, in order to input a Japanese character

of input Many effective on-line character recognition methods are being
string using a pen-type interface, writers must individually input characters in
handwriting frames. However, this is a troublesome operation for writers. The entry
frame should be eliminated, and a method to take notes using continuous strings of
characters should be created. Therefore, a character string separation technology for
separating each character from a string of characters is important.

It is difficult to correctly obtain the handwritten character separation position

(8)

because the character pitches and stroke intervals vary and characters sometimes

overlap.

(9-13)

such as character recognition results and language processing results, and a method

(14)

For on-line string separation technology, methods that use logical features,

that considers individual fluctuation tendencies have also been examined. Other

(15)(16)

methods using logical features for handprinted string separation technology

have also been studied.

These methods first classify the separation candidate based on physical features
such as character pitch. They then get the separation position using only logical
features from separation candidates. These methods disregard the physical feature
score when separating characters. We think that a method using only logical feature
scores is not sufficient in correctly obtaining the separation position.

In this chapter, we present online handwritten string separation methods that
unify physical features and logical features with Multi-level network expressions and
Unified network expressions. We will then describe the improvements observed when

using our methods.



2.2. CHARACTER SEPARATION FEATURES

2.2 Character separation features

For online handwritten character separation, the physical features, as shown in

Fig.2.1, and the logical features, such as the degree of character recognition similarity

(14)

features as shown in Table 2.1, but our methods are different from other methods in

and language processing results, are well known . Our methods use the same

the separation process, as shown below.

Ratio of width and height

Stroke interval

ks,
\ ‘
Character size

Bottom location
Center position

Character pitch /

Fig.2.1 Physical features

Table 2.1 Features for handwritten character string separation

Physical features Logical features
(1) Stroke interval (1) Character recognition
(2) Pen-up time degree of similarity
(3) Character width
(4) Ratio of width and height (2) Language processing result

(5) Character size

(6) Bottom location
(7) Center position
(8) Character pitch

2.3 String separation method using physical and logical features

2.3.1 Separation process with a traditional method

(Murase's method using Lattice method)
(9)(10)(14)

The typical method of string separation is shown in Fig.2.2. This

method first classifies the separation candidates by physical features. For example in
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this figure, five separator candidates are extracted and K separation candidates are
selected from all combinations of separator candidates. Character recognition
candidates are then obtained by examining the degree of similarity of stroke groups
between separation points. The final separation is achieved by performing language
processing on the character recognition candidates. This example shows when the
final result is correct. However, this method sometimes causes mistakes as shown in
Sec.6.3. Note that separation scores are not used in obtaining the final separation

result (17)(18).

Ist

separator
candidates

N I TN
SRR LIRS
(correct case)

separation separation (string)
Separation with | candidates| o o | candidates |} angyage
physical features recognition recognition processing /’?inal , \\
candidates \ separation J
and similarity (score) ‘. result .

~
'™

separation

seore (not use)

Fig.2.2 Separation process using traditional method

We devised our Multi-Level network expression method and the Unified network

expression using both physical and logical feature scores.

2.3.2 Separ ation process with Multi-level network expression

Our first method, the Multi-Level Network Expression shown in Fig.2.3, first
classifies the separation candidates on the basis of physical features in Network A.
Once the process enters Network B, a Character Recognition phase is entered, and
recognition candidates and the degree of similarity are passed to the Language
Processing phase. The method then derives the language processing score for each
separation candidate and passes this result to final separation processing. The
separation result is obtained by adding the physical feature score and the language
processing score.

This method considers not only the logical feature score but also the physical

feature score from the initial separation when obtaining the final separation result.

10



2.3. STRING SEPARATION METHOD USING PHYSICAL AND LOGICAL FEATURES

This method creates two networks and searches K shortest paths from one network to
the other, where K is the candidate count. After this is done, the physical and logical
feature scores are obtained.

K shortest paths (19)(20)

between position N and the start position is calculated by adding the score of the path

are searched in the following way. The score of a path

between position N-1 and position N to the score of the path between position N-1 and
the start position. Position N is moved from the start position to the end position in

the network, while only the K paths with the higher score remain.

st [ 28.897%
A i nd[F 381094
separator - — ;
candidates 28 8972 (ete ) —
Create Network A i Create Network B
and search k—-th path and search k—th pa‘th
l"""""""""""‘I L I
Isepgrg‘tioni separation
Separation by 1cand! ates, Character :Ga”d'date.“_ Language

physical features|;

recognition recognition processing
candidates
and similarity(score)

_______________________

~

separation e
. SCore language processing
e (for each string) score for each string

3 P (sum_of recognition

st ERE e core ; - - candidates- score)

st gaBigYd | ay Final separation processing

2nd ';é—‘é‘éﬁ?& by sum of physical feature's score ”‘f‘i-nal T
and language processing score :’ separation }
for a string . s, result A

(string) o e’

Fig.2.3 Separation process with Multi-Level network expression

2.3.3 Separation process with Unified network expression

Our second method uses a Unified Network Expression shown in Fig.2.4. Separation
candidates are individually obtained and classified by separation scores. Character
recognition is then performed on each set of separation candidates, and the degree of
similarity to characters are sent to the Language Processing phase where a language
processing score is assigned to each phrase. The sum of the scores of the logical and
physical features of each phrase are then passed onto a final phase. The final
separation result selects a suitable separation candidate among some combinations of

phrase candidates that have the highest sum of physical and logical feature scores.

11
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Create Unified Network B’and search shortest path
Unified Network (Network B’)

BV - — Score
L Lt B | H H
separator TS . Word BN4 BL4 BN12
candidates T " . . W
:\I?‘ E { e |
Create Network A BN1 BLIBN4 BNeRi1TBNG
i Y .
sepgrgtion s;pa(ation
Separation by _joandidates | o racter | °2Mdidates | | anguage
physical features - recognition reco&”tlon processing
) candidates
and 9|m|Iar|ty(score1

..separation N .
--------- o WY
score . -\ y - score
for each separation
candidate

(character and
character separator)

Ianguage proce33|ng
or each phrase

Score calculation
for each separation
candidate

Score FI

score for each|separat|on

candidate 5w BLBNBL BN
Select suitable separation candidate L_,/'fina| ‘\
by combination of separation - i separation ’
candidate scores for a string . W result o
(string) -

Fig.2.4 Separation process with Unified network expression

2.4 Multi-level network expressions

In this section we propose a Multi-level Network Expression as an effective

unification method distinguishing string separation features.

2.4.1 Network expression (A)
Network Expression A is the expression to efficiently obtain the string separation

candidates on the basis of the physical features.

2.4.1.1 Extraction of base segments
The stroke interval between stroke #N and stroke #N+1, where N shows the

handwriting order, indicates X direction distance between the rectangular area that
encloses the stroke group from stroke #1 to stroke #N, and the area that encloses the

stroke group from the tail stroke to the stroke #N+1. An example of the stroke interval

is shown in Fig.2.5.

12
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Base segments

N

stroke#2 stroke#9

\‘_,;__ N
iﬁe’i_ﬁ __________ B7% /IE

max i mum pitch

|< #2 s #° <>%
' maximum height / n&mum width
Stroke interval in segment in segments
between stroke #7 and #8 3rd-wide stroke interval
Fig.2.5 Stroke interval Fig.2.6 Base segments

A base segment is a stroke group that cannot be separated further by the stroke
interval and pen-up time thresholds. Strokes are merged into a base segment either
when their stroke interval is less than the stroke interval threshold, or when their
pen-up time is less than the pen-up time threshold. A character is a combination of
base segments. In Fig.2.6, the stroke groups indicated with rectangles are each base

segment.

We analyzed the distributions of the physical features of the strings in the
handwritten data set 1 (learning data) shown in Table 2.6. Based on the distributions
of the pen-up times in data set 1, if the pen-up time is 0.1 seconds or less, itisin a
character, and if the pen-up time is 2.0 seconds or more, it is between characters.

The maximum stroke interval in a character is set for each height in the character
string, and based on Table 2.2, the minimum stroke interval between characters is set
for each height in the character string. A negative stroke interval means an
overlapping of strokes. If the stroke interval between the target stroke is larger than
the maximum stroke interval in a character, the target stroke area is between
characters. If the stroke interval between the target stroke area is smaller than the
minimum stroke interval between characters, the target stroke area is in a character.

Therefore, we defined the pen-up time threshold as 0.1 seconds, and the stroke
interval threshold for each string height is the minimum stroke interval as shown in
Table 2.2.

13
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Table 2.2 Threshold of stroke interval for base segment

String height <80| 80| 90 | 100 110{120]130{140[150]160{170|180]180 4
Minimun interval between
characters (SEGintMin) [unit:0.1mm]

0 0 ]-10]-20(-20|-20|-30(-30|-30(-30]-30|-30| -30

Maximum interval in a character

(SEGintMax ) [unit:0.1mm] 30| 30| 30|40 40| 45)45] 4550|5050 50 50

2.4.1.2 Standard value for physical features

The physical features vary from writer to writer. Thus, we define the standard value
for physical features from an inputted handwritten string every time a string is written.
In our method, the ratio of the maximum width of base segments and the maximum
height of base segments define the standard ratio of character width and character
height. The standard character width and the standard character pitch are also defined
from the input string.

The distributions of the physical features such as character pitch, character width,
ratio of width and height, center position, bottom location and character size in data

set 1 were analyzed. These distributions are shown in Table 2.3.

Table 2.3 Distributions of features

Features Average Standard deviation
Value Label

Log2(Height / Width) 0.16 0.62 |Dev ratio
Character pitch 12.8 33.5 | Dev pitch
Log2(Character width / Character pitch) -0.28 0.33 | Dev width
Center position / String height 0.03 0.08 | Dev cent
Bottom location / String height 0.11 0.1 Dev _bottom
(Character width * Character height) / )
(String height * String height) 0.68 0.22 | Dev _size

The standard value for each physical feature is obtained by the following

expressions based on Table 2.3.

W = maximum width of the base segment ................. @
P = maximum pitch of the base segment .................. 2
H = maximum height of the base segment ................ 3

14



2.4. MULTI-LEVEL NETWORK EXPRESSIONS

For example in Fig.2.6, the widest base segment is the 4th base segment from the
left side. The maximum pitch is the pitch between the 4th base segment and 5th base

segment. The highest base segment is the 1st segment.

(a) Standard ratio of width and height (Sr)

(b) Standard character width (Sw)

Sw=W [when Log,Sr < MaxR ] ......................................... (5)
Sw=W + Np [when Log,Sr > MaxR ] ........................................ (6)
where

MaxR = Average of learning data's Log, (height / width) + Dev _ ratio

=0.16 4+ 0.62=10.78 ...cceseireereeeese et (7)
Np =the character pitch betweenthe base segment that has maximum
width and its nearest neighboring basesegment  ..........ccccooeeee 8)

(c) Standard character pitch (Sp)

Sp=P [ When MinP < P .o, (9)
Sp=P+Np  [When MinP > P ] (10)
where
MinP(Minimum character pitch value) = Ap — Dev _ pitch ............... (11
Ap = Avp [ when H <100 (unit : 0.1mm) ]........(12)
Ap = Avp + 5/8x (H —100) [ when H > 100 (unit : 0.1mm) ]........(13)
Avp = Averageof character pitch =128 .........ccceevrivreennnne (14)

(d) Standard character size (Ss)

(e) Standard bottom location (Sh)
Sh = Averageof (bottom location / string height ) =0.11.................... (16)

15



CHAPTER 2. ON-LINE CHARACTER STRING SEPARATION METHOD

(f) Standard center position (Sc)
Sc=Averageof (center position / string height ) = 0.03................. @7

(g) Standard character count (Scount)

String Lengh + Sp — Sw N

= o.5j ............................... (18)

Scount = Integer [

(h) Minimum stroke interval (LiMin), Maximum stroke interval (LiMax), and

Middle stroke interval (Mi)

LiMin = SEGIntMin ~ (cf.Table2) ......ccceceveevieeceeeeeeveeeee, (29
LiMax = SEGintMax (cf.Table2) .......ccevevveverereee e (20)
Mi = ((Scount —1)th widest stroke interval ) +
(Scount — 2)th widest strokeinterval ) )/ 2
[ when Scount>2] .......... (22)
Mi =widest stroke interval [ when Scount=1] ......... (22)

In Fig.2.6, when Scount is 4, Mi is the average of the stroke interval of the

3rd-widest stroke interval and that of the 2nd-widest stroke interval.

(1) Minimum pen-up time (LuMin), Maximum pen-up time (LuMax) and
middle pen_up time (Mu)
LUMIN = 0.1 (M SEC) c.veeeieieerieeieriee ettt (23)
LUMAX = 0.7 (IMSEC) c.veeueerieeiesiieniee e see sttt (24)
Mu = ((Scount —1)thlongest pen -uptime)+
(Scount — 2)thlongest pen -uptime) )/2
[ when Scount>2] .......... (25)
Mu =longest pen - uptime [ whenScount=1] .......... (26)

2.4.1.3 Extraction of estimation value for separation candidate
The separation candidate is obtained as a combination of base segments. An
example of separation candidates is shown in Fig.2.2 and 2.3. The estimation value of

the character likeness and character separator likeness is obtained for each feature

16



2.4. MULTI-LEVEL NETWORK EXPRESSIONS

type in respect to each character’s stroke group candidate and character separator
candidate. A character’s stroke group candidate is a group of the base segments
between separator candidates. For example, in Fig.2.2 and 2.3, “Z-3%&-¢/5-73","

% 4’75 are separation candidates, and f‘}; " are character’s stroke group
candidates. The character likeness and character separator likeness for each feature
type are expressed with symbols as shown below.

When the stroke interval is narrow, thisisin a character. When the stroke interval is
wide, this is between characters. Thus, the stroke interval is used for estimating both
character likeness and separator likeness. When the pen-up time is short, thisisin a
character. When the pen-up time is wide, this is between characters. So, the pen-up

time is also used for estimating both character likeness and separator likeness.

[Estimated value as a character]

(a) Fa (estimated value for the character size feature)

_Minf1 [1s Ss_|
Fa_Mln( HxH HxH|/(Dev_sizex2) | (27)

where |Is = character size of each character candidate

(b) Fb (estimated value for the bottom location feature)

_wminl1 b _
Fb = Mm(],‘H Sb‘ %Devbottom ><2)) ................................................... (28)
where |b =bottom location of each character candidate

(c) Fc (estimated value for the center position feature)

Fc= Min(], “_|—C— SC‘%Dev_cent o 2)) ......................................................... (29)

where Ic = center position of each character candidate

17



CHAPTER 2. ON-LINE CHARACTER STRING SEPARATION METHOD

(d) Fd (estimated value for ratio of width and height feature)

Fd = Min(l, |Logalr — LOgZSd%Dev ratio x 2)j ........................................ (30)
where Ir = ratio of width and height of each character candidate

(e) Fe (estimated value for the character width feature)

/Dev Wldth XZ)J ............................... (31)

where Iw = character width of eachcharacter candidate

Fe= Min[L Log2

} Logz

(f) Ff (estimated value for the stroke interval feature)
Wen the input stroke interval is Mi (middle stroke interval), the character
likeness is 0.5, which means that the interval can be in the character or between

the characters with a 50-50 chance.

Ff =0 [when li <LIMIN] e (32)
Ff =1 [when Ii > LiMax]
Ff =((1i — LiMin)/(Mi - LiMin))x0.5  [where LiMin<1li<Mi]
Ff =0.5+((li — Mi)/(LiMax — Mi)x0.5 [where Mi<li<LiMax]
where li =Stroke Interval of eachcharacter candidate
Mi = Middle stroke interval

(9) Fg (estimated value for pen-up time feature)

Fg=0 [when lu < LuMin] e (33
Fg =1 [when lu > LuMax]
Fg =((lu - LuMin)/(Mu - LuMin))x0.5  [where LuMin<lu<Mu]
Fg =05+ ((lu - Mu)/(LuMax — Mu)x0.5 [ where Mu< lu< LuMax]
where lu = pen —uptimeof eachcharacter candidate

Mu = Middle pen -up time

(likeacharcter) O<Fa, Fb,Fc,Fd,Fe, Ff ,Fg<1
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2.4. MULTI-LEVEL NETWORK EXPRESSIONS

[Estimated value as a separation]
(h) Fh (estimated value for the character pitch feature)

Fh = Min[l MJ ............................................................................. (34)
Sp

where Ip =character pitchof eachcharacter candidate

(i) Fi (estimated value for the stroke interval feature)
Fi =L Ff o (35)

(J) Fj (estimated value for the pen-up time feature)
T e o OO SR O R (36)

(likea separator) O<Fh, Fi,Fj<1

The character likeness Vy and character separator likeness V| based on all feature

levels for each character’s stroke group candidate and character separator candidate

are expressed as follows:

V. - WaFa +WbFb +WcFc + WdFd +WeFe + WfFf +WgFg (37)
" Wa+Wb+We+We+Wf +wg T
v, WP EWIRLAWIES s (39)
Wh + Wi +Wj
where

Wa,Wb,Wc,Wd,We,Wf ,Wg,Wh,Wi and Wj are the weight value
with respect tothe estimationvalue

2.4.1.4 Classification of separation candidates with Network A

The separation candidate is obtained from a combination of base segments. The
“correct” combination is obtained as a conclusion of the network expression's K
shortest paths problem. The combination of base segments is expressed as a network

using the character’s stroke group candidate as a node and the character separator
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CHAPTER 2. ON-LINE CHARACTER STRING SEPARATION METHOD

candidate as a link. An example of the network expression is shown in Fig.2.7.

ANi : Weight of Node ALj : Weight of Link

Fig.2.7 Network expression (A)

The node weight, An, and link weight, AL, in Network A are defined as shown

below.

A, =V, (estimated valueasacharacter ) x

Base segment countof anode .........cccceeeeevveiiereenne. (39)
A, =V, (estimated value as a separator )x
Base segment count of a former (left) node ............ (40)

In Fig.2.7, the base segment count (stroke group count) of Ans (node 3) is 1 and that
of Ana (node 4) is 1. The base segment count of An2 (node 2) is 2 because An2
consists of the base segments of An3 and Ans. In Equations (39)(40), the node weight
(AN) includes a base segment count of the node, and the link weight(AL) includes a
base segment count of former nodes because each path cost, whose node count and

link count are unique, is obtained fairly.

20



2.4. MULTI-LEVEL NETWORK EXPRESSIONS

For example, when considering the paths from node 1 to node 5, the path of node
1-2-5[* &7-" & "-" B9 "] has one node (node 2)[“ & "] between node 1 and node 5,
but the path of node 1-3-4-5 [* & "-" §"-" & "-“ "] has two nodes (node 3,4)
[ &7, & "] between node 1 and node 5. Therefore, the weight (An2) of node 2 is
obtained by calculating the estimated value (Vn2) as a character of node 2 by the base
segment count (=2) of node 2. The path of node 1-2-5 has two links, but the path of
node 1-3-4-5 has three links. The link weight (ALs) between nodes 2 and 5 is obtained
by calculating the estimated value (Vis) by the base segment count (=2) of the former
node (node 2). The other link weights from nodes 1 to 5 are obtained by calculating
the estimated values by the segment counts (= all 1) of the former nodes.

While searching the path (critical path) of the network, the weight of each node is
changed to the weight of its respective hypothetical link to reach the K shortest paths

problem of a simple network that only includes the weight of the links (Fig.2.8).

\K'I' L1 \V\ 1 \\r L4

(Node)

(Hypothetical Link)

Fig.2.8 Change the weight of a node to the weight of a hypothetical link

When searching the path (critical path) of the network, the weight of each node
(hypothetical link) and its respective link are added to the sum. The separation
candidate of the path that has the minimum sum of the weights of its node links is the
suitable candidate. Some separation candidates (paths) are obtained in order of sum
by searching Network A. This searching is done by the search path algorithm called
"K shortest paths". K refers to the number of separation candidates. Every separation
candidate has a physical feature score. For example, the physical score of the
candidate " = "(gen)-" & "(go)-" 4 "(teki)-" 7z "(na) in Fig.2.7 is the sum of An1, AL1,
AnN2, AL4, Ans, ALs and Ans.

The weight values Wa to Wj were changed from 0 to 30 in increments of 1, and each

weight value for the best possible separation rate was set in respect to Data set 1.
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CHAPTER 2. ON-LINE CHARACTER STRING SEPARATION METHOD

These weight values are shown in Table 2.4

Table 2.4 Weight values for physical features

Weight | wa | wp | we | wa | we | wr | wg | wn | wi | wy
Value [ O [12 ] 1 1218121022 18|16

2.4.2 Network expression (B)

Network expression B is the expression used to find the string separation
candidates by efficiently using logical features.

Network B is created as the combination of character recognition candidates for the
characters of the separation candidates obtained in Network A. First, the character
recognition degree of similarity is obtained by character recognition. Next, characters
from the string separation candidates are collected, and a morpheme (word) is

extracted.

2.4.2.1 Character recognition

Each stroke group from the string separation candidates is recognized and its
character recognition degree of similarity is obtained.

We used a character recognition method with Directional Features and

(21)

Direction-Change Features . The recognition rates of this method for the odd data

of the on-line Japanese handwritten data base (TUAT Nakagawa Lab.
: 22 .

HANDS—kuchlbue_d—96-02)( ) are 87.97% for Kkanji characters, 77.37% for

non-kanji characters, and 82.37% for all Japanese characters. Non-kanji refers to

hiragana, katakana, numeric, alphabetic, and symbolic characters.

2.4.2.2 Extraction of morpheme candidates
After character recognition, the estimated values of the words and the phrases of
separation candidates are obtained by language processing. Some morpheme

(23-33)

from string separation candidates using the word language dictionary. We use a

candidates are extracted by a combination of character recognition candidates

dictionary with approximately 50,000 Japanese words and the frequency information

shown in Table 2.5. Next, morpheme candidates and grammatical connective-costs
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2.4. MULTI-LEVEL NETWORK EXPRESSIONS

between each morpheme candidate and its neighbor are obtained by a grammar
dictionary that describes 16 levels of connective-cost for 2,688 kinds of morpheme

connections.

Table 2.5 Word language dictionary

Verb 2,807 | | Adverb 1,356
Noun 33,713 | | Conjunction 52
Adjective 567

Adjective verb 2,025 Particle 500
Prefix 481 Auxiliary

Suffix 876 Inflection

2.4.2.3 Language processing with Network B

Network B is created by expressing the estimation value (score) of the morpheme as
the weight of the node and the estimation value of the morpheme's connection as the
weight of link. The weight (Bni) of the node and the weight (BLi) of the link in

Network B are defined below.

i(l_ R,)

BNile —(M=D)X@ =T X B oo (42)

where
R, =character recognition degree of similarity of eachcharacter
of amorphemecandidate [0<R;<1(high score)]
m =character count of a morpheme candidate
f= frequency of amophemecandidate [O0< f <15 (high frequency)]
o (weight of character count)=0.1, g (weightof frequency)=0.01

g =grammatical connective - cost between amorpheme candidate
and a former (left) morpheme candidate [ 0< g <15(best suitable)]
y (weight of grammatical connective - cost ) =300
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CHAPTER 2. ON-LINE CHARACTER STRING SEPARATION METHOD

Fig.2.9 shows an example of Network B. This figure contains the word " & "

(gengo). The pattern containing " = "(gen) and " & "(go) is sometimes recognized as

i

a character " &% "(shiki) by mistake.

Input Data ----- Character candidates
and each recognition similarity
SlE[8] 2
% |||
SEEES

Bxi : Weight of Node
Bri :Weight of Link

Fig.2.9 Network expression (B)

By solving the K shortest paths problem of Network B, some (=K) suitable paths
(phrases) and estimated values (scores) for these paths are obtained. In this figure, the
"(gen) " F& "(g9o)]-" #y "(teki)-" 7z "(na)
(BN1-BL1-Bn4-BLa-Bn12) and
" Gk "(shiki)-" g4 "(teki)-" 72 "(na)(Bns-BL11-Bn4-BLa-Bn12). The other paths are not

i

suitable paths (phrases) are ["

good phrases.

2.4.2.4 Final separation result with Network A and Network B

Each score (estimated value) of the string separation candidate in Network A and
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2.5. UNIFIED NETWORK EXPRESSIONS

candidates in Network B are added together without the weight of each value in
Network A and B. The final separation result is obtained on the basis of the sum.

In Fig.2.10, the final result is [" & "(gen) " & "(go)]-" &Y "(teki)-" 72 "(na),
because its total score is best.

Physical score in Logical score in

Network A Network B Total score Final Result
tﬁﬁ’g’; Eﬁﬂ L lj{] } f_J: Separation result
Physical score Logical score tﬁﬁ‘grx

ScP] ScL] Lowest score SR

(best score)

Recognition

result
T 0% B 1+ 72
Physicsza::';aore + Logical score

c SclL2
- = T
Tige9n BB B

H+¥+72
Physical score + Logical score
ScPk ScLm

Fig.2.10 Final separation with sum of physical and logical scores

Murase's method obtains the final separation result only on the basis of the
scores of candidates in Network B and does not consider the physical score. Therefore,
Murase's method sometimes selects an incorrect candidate
" F% " (shiki)-" #4 " (teki)-" 7z "(na) as the final separation result. Our method considers
the logical score as well as the physical score. Therefore, an incorrect candidate is not

selected and the separation rate is improved.

2.5 Unified network expressions

In this chapter, we explain our second method using Unified network expressions.
This method obtains the best separation results by unifying each network level. The
Unified network expression executes the separation process, recognition process,
language process, and calculations of the sum of the physical score and the language

score in only one network expression.
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CHAPTER 2. ON-LINE CHARACTER STRING SEPARATION METHOD

2.5.1 Combination of network

The combination is gradually carried out from the low-level (only physical)
network to the high-level (physical and logical) network. Some nodes in the low-level
are unified and one new node in the high-level is created. At this time, the weight of
nodes and links for the low- level network merges to the high-level network by the

"(gen)
and" 3% "(go)) of Anz and Ans are combined to form a word (" S&& "(gengo) by

method shown in Fig.2.11. For example, the character recognition results ("

lll

language processing. In other words, the weight of the inside low-level nodes and the
weight of the inside low-level links are combined for the weight of the high-level

node. The weights of both sides of the low-level links are combined for the weight of

high level links.
Unified Network (High Level Network)
___________ word
;/Té-’ 3 ﬁ‘g (1)
(FE B’L1 i
B’N1 )
Logical Score BN 1 @ (ANIT+ANZ+AL1) @

Character recognition
and Language processing

.

Fig.2.11 The succession of the node and the link weights
2.5.2 Separation process with Unified networks

The weights (Bni,BLi) of the nodes and links in the character recognition and the

language processing phase are defined below.
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2.5. UNIFIED NETWORK EXPRESSIONS

i(l_Rj)
B, =1 ~(M-Dxa =T xB X E, ccorvrrrrrrmrrrrerrrrrrreeesereveennnnnn (43)

m

where
R; =character recognition degreeof similarity eachcharacter

of amorphemecandidate [O0<R;<1(high score)]

m =character count of a morpheme candidate

f= frequency of amorphemecandidate [0< f <15 (high frequency)]
a (weight of character count)=0.1, g (weightof frequency)=0.01

E., =Base segmentcount of amorphemecandidate

where
g =grammatical connective - cost between a morpheme candidate
and a former (left) morpheme candidate [0<g<15(best suitable)]
7 (weight of grammatical connective - cost)=300
E = Base segment count of a former (left) morpheme candidate

former

As in Network A, the weights (Bni)(BLi) of nodes and links in Network B of the
Unified network include the base segment counts shown in Equation (43)(44).

In Fig.2.11, the weights (B'n, B'L) of the nodes and links in the Unified network are
expressed as the sum of weights (An, AL) of the nodes and links in Network A and the
weights (Bn,BL) of the nodes and links during character recognition and language
processing. For example, the weights of the nodes and links in Fig.2.11 are obtained

as shown below.

B'leBNl—i—(ANl + Ao +AL1) .................................................... (45)
B'mBut(Au ) s (46)

The weights of the nodes and links in Network B of the Multi-level network
expression shown in Fig.2.9 express only the score (the estimated value) for the

logical features. The weights of nodes and links in the Unified expression shown in
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CHAPTER 2. ON-LINE CHARACTER STRING SEPARATION METHOD

Fig.2.12 express the score (the estimated value) for both the physical features and the

logical features.

Input Data

word
&=
5,
A
(S38)
B’N1
= :
=2 ]
(&) (78
>
a %’ B’~i : Weight of Node
I B'Lj : Weight of Link
=) (&)
B’NI=BNT+ [ ANT+ALT +AN2) B'NS =BN5 + [ AN9)
B'L1=BL1+ (AL4) B'L11=BL1T+(ALIT)

Fig.2.12 Unified Network Expression

In this method, each node (B'~n) and link (B'L) has the physical feature score (AN,
AL) and the logical feature score (Bn,BL). The final separation result is obtained by
solving the shortest path problem in this Unified network. In this network, the path of
[" & "(gen) " & "(go)]-" #Y "(teki)-" 72 "(na) (B'n1-B'L1-B'n4a-B'L4-B'n12) and the path
of " i "(shiki)-" #4 "(teki)-" 7z "(na) (B'ns-B'L11-B'na-B'L4-B'n12) have a good score as
far as language is concerned. However, the score of the node B'n1 (" S5& " (gengo))
is better than the score of the node B'ns (" i "(shiki)), because the physical score
(An1+AL1+AN2) of the node B'n: (" E7E "(gengo)) is better than the physical score
(An9) of the node B'ns (" ##% "(shiki)). Therefore, the path of [" & "(gen)
" 38 "(go)]-" B9 "(teki)-" 72 "(na) (B'N1-B'L1-B'Na-B'La-B'N12) is the final result.
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2.6. EXPERIMENT

2.5.3 Effects of Unified networ k
(10)

his method is the same as the result of Network B using only logical features. Our

Murase's method does not consider physical features because the final result in

methods (Multi-level network and Unified network) consider the physical features in
the network expressions.

In a Multi-level network, creating Network B from separation candidates based on
all paths in Network A and their paths’ character recognition candidates results in
Network B to count the total number of paths in Network A many times. When a
string consists of many characters, the processing time searching Network B becomes
enormous. Therefore, the separation candidate counts need to be limited in a
Multi-level network.

In a Unified network, despite many path counts, the Unified network count is
always one and only the shortest path in this network is obtained, so the processing
time in the Unified network is insubstantial .

Network B (language processing) in the Multi-level network doesn’t consider the
number of base segments. However, Network B in the Unified Network does consider
the number of base segments as shown in Equations (43)(44) by matching nodes and
links in Network B to nodes and links in Network A as in Fig.2.11. Therefore, the
Unified network is more suitable than the Multi-level network or Murase’s method in

obtaining the correct string separation results.

2.6 Experiment

2.6.1 Handwritten data sets

We experimented with character string separation using handwritten data freely
written by 42 people regarding character size, shape, and pitch using a regular pen on
a pressure-type LCD tablet. The resolution and the digitizing speed of this tablet were
76 dpi and 75 points per second. The string examples from data set are shown in

Fig.2.13, where KANJI means words consisting of only Japanese kanji characters,

29



CHAPTER 2. ON-LINE CHARACTER STRING SEPARATION METHOD

MIX means phrases consisting of Japanese kanji, hiragana, katakana, numeric,
alphabetic and symbolic characters. There are many strings where the shapes of
characters are of low quality. Many strings also have varied stroke intervals between
each character.

KANJI example MIX example

Freely write
I

Fig.2.13 Example of data set

The entire data set consists of data set 1 written by 21 people and data set 2
written by another 21 people as shown in Table 2.6, where ALL means the sum of the
KANJI string count and the MIX string count.

We used data set 1 to get the stroke interval threshold for basic segments as shown
in Table 2.2, the distribution of features as shown in Table 2.3, and the weight values
for physical features as shown in Table 2.4. Then, we set the standard value for
physical features as shown in section 2.4.1.2. We used data set 1 as learning data and

data set 2 as unknown data to estimate the string separation rate.

Table 2.6 Handwriting Data

- . ) Written string count per each character count of a string Average character
Data set | Writer | String kind 5 3 2 J 5 5 7 8 o | 10l 11 Total cnumga.'-l' a string

Dataset 11 21 KANIJI 11 149 12 79 23 0 8 0 0 O] 494 3.57
(Learning)| people MIX Of @3] 103 38 66 49 68 18 1 11 437 5.44
All 111 238 231 117 89 49 66 18 1] 11 931 4.45
Dataset2] 21 HKANIL [ 1428 777 30 o e 0o 0O 0 499 3.59
(Unkown) | people MIX 0 92 103 39 63 40 56 25 0] 13 431 5.47
Al 111 233 228 11493 40 62| 29 0| 13 921 447

(MIX: phrases consist of Japanese Kanji, Hiragana, Katakana, numeric, alphabetic and symbolic characters)
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2.6.2 Experimental results
We compared the following four methods.
Method 1: method using only physical features
(The method that uses only Network A and carries out character

recognition after classification by physical features.)

. . 1
Method 2: Murase’s method using only logical feature scores (10)
(The method that gets separation candidates from Network A and

carries out character recognition and language processing from

Network B then returns a result.)
Method 3: our 1st method using the Multi-level network expression

Method 4: our 2nd method using the Unified network expression

The maximum character recognition candidate count in each method is 5.

We obtained the suitable maximum separation candidate count of Network A to
get high string separation rates in the Multi-level network (Method 3) from
preliminary experiments. The string separation rates when changing maximum
separation candidate counts using handwritten data set 1(learning data) are shown in

Table 2.7. The string separation rate is defined below.

String separation rate
_ Number of characters that can be separated correctly
Total number of characters in strings

Table 2.7 Separation rates at each maximum separation candidate count

in Multi-level network [ for data set 1]
Maximum candidate count 2 3 4 5 6 7 8 9 10 20 30
Separation rates (%) 87.57 | 88.15| 88.41 | 88.56 | 88.51 | 88.32 | 88.25 | 88.08 | 87.86 | 87.47 | 87.13

We set the maximum candidate count of Network A in the Multi-level network

(Method 3) at 5 when the best string separation rate is obtained based on Table 2.7.
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We set the maximum candidate count in Murase’s method (Method 2) at 5 as in
Method 3. The Unified network is created from all candidates of Network A.
The string separation rates for each character count of a string in all four methods

using hand written data set 2 (unknown data) are shown in Fig.2.14.

Yo Unified Network [ Method 4]
100

Multi-level Network [ Method 3]

X [ Method 2 ]
/()nly logical features’ score

Q0

Only physical features
| Method 1]

String Separation rate
@
o

2 3 4 5 6 7 8 9
Character count of a string

Fig.2.14 String separation rate for each character count of a string

When the character count of a string is 2, there is little difference between the
string separation rates in all methods. However, when a character count of a string is
much higher, there are greater differences between these rates. The reason why the
string separation rates are too low when the character of a string is 7 and 9 is that
there are a few strings in the data set and the quality of these stringsis low.

The string separation rates of four methods are shown in Table 2.8.

Table 2.8 String separation rates (averages)

sl : o Leaning Data ( set 1) Unkown Data ( set 2 )
swing separation rates | %) | W T v | ALL, | KANIT | MIX. | ALL
Method 4| Unified Network Q7.68| 2058 | 93.60( 97.61 (8557 | 90.72

Method 3| Multi-level Network 96.94 | 82.33 | 88.56 || 96.42 | 79.51 | 86.73
Method 2| Only logical features' socre || 95,02 | 81,83 | 87.45( 94.31 | 79.00 | 85.54
Method 1| Only physical features 94,62 79.43 |1 85.90| 96.02 | 78.70 | 86.10
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2.6.3 Estimation of experiment results
(a) Improved string separation rate

As shown in Table 2.8, the average separation rate of method 3 (Multi-level
network) is better than that of method 2 (Murase’s method) and that of method 1 (only
physical features) for all kinds of data; Kanji words and MIX (phrases that consist of
kanji, hiragana, katakana, numeric, alphabetic and symbolic characters) in data sets 1
and 2. Furthermore, the separation rate of method 4 (Unified network) is better than
that of method 3 (Multi-level network).

The separation rates of our methods (methods 3,4) are better than those of method
2 because the separation results in method 2 only use the score of the logical features
from the separation candidates, but the results in our methods use the physical feature
score and the logical feature score. Even if a method can judge that a separation
position is a correct separator with physical features such as stroke interval, and the
method does not use that information with the physical features, it will sometimes

mistake a true separator as a non- separator.

L RZ 4

string separation
candidates

@@l [:TL :> I A FL  (mistake)
E] 7|t method 3.4

[:> S A I (correct)

Fig.2.15 Combination of character recognition candidates

Input .....

method 2

igh

similarity

Character
recognition
candidates

@)-
-

Using method 2 (Murase's method) for recognition of the handwritten character
string " < A A"(shisutemu) as shown in Fig.2.15, the language " =< x"(misu) and
" fL "(kou) were extracted from the separation candidates and the character
recognition candidates. Thus, the wrong result was sometimes obtained because the

handwritten shape of " & "(te) and" 2 "(mu) were altered.
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Methods 3 and 4 judge separators with not only the score of the logical features,
but also the score of the character likeness and separator likeness on the basis of
physical features. Therefore, even if they cannot judge separators using only logical
features, they can find the separator correctly using physical features.

With our methods (methods 3 and 4), the correct result " < x5 4"(shisutemu) is
outputted. The character " ¥ "(kou) is not extracted with the understanding that the
handwritten character pitch between " 5" (te) and " 4 "(mu) is not too short. In
addition, the width of this stroke group is too wide to be a character.

In Fig.2.14, the string separation rates of method 2 are worse than those of method
1 when a string character count is small (about 3 or 4) because there are many cases
where language processing has a negative effect, as shown in Fig.2.15. This is
because there are many incorrect candidates left which have too low a physical score

when candidates are selected for Network B.

We think that the separation rate of method 4 (Unified network) was improved
over that of method 3 (Multi-level network) for two reasons. First, separation results
are obtained by combining both the physical features and logical features (character
recognition results and language processing results) more effectively in the Unified
network, where the weights of the nodes and links in Network B consider the base
segment counts. Second, the Multi-level network limits the maximum string
separation candidate count so the decision making process does not review every

candidate.

(b) Improved character recognition rate

The character recognition rate is defined as the number of characters correctly
recognized by the number of characters that were correctly separated. The character
recognition rate was improved by language processing. For data set 2, the character
recognition rates using only physical features were 73.76% for KANJI, 65.98% for
MIX and 69.69% for ALL. Those with the Unified Network were 89.86% for KANJI,
85.57% for MIX, and 90.72% for ALL, but the number of characters correctly
separated with this method were different from the number correctly separated using

only physical features.

34



2.6. EXPERIMENT

(c) Example of incorrect string separation

In Table 2.8, the separation rates are low due to the low quality string data, for
example, overlapping character, large variations of character shapes, etc.

The separation result was sometimes not corrected using both physical features
and logical features. When a string contains low quality characters, there often was no
correct character in the character recognition candidates. As a result, the separation
result was sometimes wrong. When an erroneous logical score was too high, even if
the physical score was correct, the wrong separation candidate was sometimes
selected. There were some cases when a character had very short strokes in its tail, for
example[ " ]in[ & ](bu) or[ <](gu). These short strokes are incorrectly separated as
a character such as[ v ](i) and [ »](ri). Since the character [ 5 ](fu) and [ <](ku) are
correct characters, [ ] can look like [ vw](i) and [ »] (ri). Moreover, [ 5
( t2)](fui(ni)) and [ < v](kuri) are correct phrases. However, [ * ] is smaller than the
surrounding character and is written on the top right-hand corner of a character. We
think that a separation method using this information can prevent the short tail stroke
[ © ] from being incorrectly separated from the rest of the character.

In this experiment, the estimated value of physical features and logical features
are added to the sum without the weight of each feature in the Multi-level network
expression and the Unified network expression. When improving this method using
the network expression, we think that it is important to use suitable weights of the
estimated values for physical features and logical features and to correctly obtain the

estimated value for physical and logical features.

(d) Processing time

The average processing times of all four methods for ALL (KANJ and MIX
characters) are shown in Fig.2.16. They were measured in this experiment using a
DOS/V PC (CPU: Pentium 166MHz: OS: Linux).
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[sec]

80

70
60 Multi-level Network and /‘.

Only logical features’ score

50 [ Method 2.3 | \ / o /“
;lg /'/ /\‘[ Mclhod:;T/
20 M Unified Network

Qnly physical features [Methgd 11 _
]O .'A..‘ ....... [ - Lo

O 1 1 1 L 1 1 ]
2 3 4 5 6 7 8 9

Character count of string [CPU: Pentium 166Mhz]

Processing time

Fig.2.16 Comparison of processing speed

The processing times with method 2 (Multi-level network), 3 (Murase’s method:
using only logical features’ score) shown in Fig.2.16 are the times when the maximum
candidate count in Network A is 5. When that count is changed, the processing times
with methods 2 and 3 are changed roughly in proportion to that count.

When a character count of a string is 5, the average processing times are 8.4 sec
with method 1, 41.9 sec with methods 2 and 3 and 30.0 sec with method 4. If that
count is not limited when a string character count is 5, the average candidate count is
46 and the processing time is 435.2 sec in methods 2 and 3. In methods 2 and 3,
Network B is created, and Network A’s candidate count times. Whenever one Network
B is created, character recognition processes and language processes are executed and
K-paths are searched. In method 4 (Unified network), even though the maximum
separation candidate count is not limited, the processing time does not become
enormous, as shown in Fig.2.16, because only one Unified network is created and only
the shortest path is searched in the Unified network.

In method 4 (Unified network), when a string character count is 5, the detailed
processing time is 0.04 sec by obtaining string separation candidate using physical
features, 28.11 sec by characters recognition, 1.47 sec by language processing, and

0.45 sec by searching the shortest path.
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2.7 Conclusion

In this paper, we propose on-line handwritten character string separation methods
that unify physical features, character recognition, and language processing using
network expressions.

We introduce two methods that use logical features such as character recognition
results and language processing results as well as the score of physical features such
as character pitch and stroke interval. The traditional Murase's method (Lattice
method) uses only logical features after obtaining string separation candidates by
physical features. Language processing estimates characters in the separation
candidates as proper morphemes, words, phrases, and sentences

Our first method, using Multi-level network expressions, sums up the score of
physical features in Network A and the score of logical features in Network B. Our
second method, using Unified network expressions, unifies the score of physical
features and the score of logical features using only one network.

The string separation rate could be improved by our methods for the unknown data
set consisting of freely written Japanese strings from 21 different people. With the
traditional Murase's method, the string separation rates were 94.31% for Japanese
kanji words, 79.00% for MIX strings (phrases consist of Japanese kanji, hiragana,
katakana, numeric, alphabetic and symbolic characters), and 85.54% for ALL strings
(Kanji and M1X). With our Multi-level network expression, the string separation rates
were 96.42% for kanji words, 79.51% for MIX strings, and 86.73% for ALL strings.
With our Unified network expression, the string separation rates were 97.61 for kanji
words, 85.57% for MI1X strings, and 90.72% for ALL strings.

The reason the string separation rate was improved by our methods is because our
methods obtain separation results using both physical features and logical features.
The traditional Murase’s method is apt to select incorrect separation candidates that
make morphemes, words, phrases, or sentences because the language processing often
has a negative effect. Our methods seldom have negative influences from language
processing because even if the incorrect separation candidates that make morphemes
are chosen, the incorrect candidates are discarded when the physical feature score is

low.
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The rate of our second method (Unified network) is better than that of our first
method (Multi-level network) is because the second method unifies the physical
features, character recognition, and language processing more effectively than the
first method. Another reason is that the first method limits the maximum string
separation candidate count by physical features but the second method doesn’t limit
it.

The processing time of our second method (Unified network) is shorter than that of
the our first method (Multi-level network) and Murase’s method because our first
method and Murase’s method create some logical networks(Network B) that include
recognition process and search K shortest paths for all logical networks. However, our
second method creates only one network, then searches the shortest path.

In the future, we will clarify how much weight should be given to each feature in
the network expression. We think that the string separation rate can be further

improved by better assigning weights to nodes and links in the network expression.
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Chapter 3

Approachesto

On-line Character Recognition

SUMMARY

We discuss structure analysis approaches and statistical approaches to on-line
character recognition and then describe our approaches. We believe a statistical
approach holds great promise because it has the advantage of its recognition
dictionary being able to learn character features from many handwritten data without

any manual work.
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3.1 Introduction

When inputting characters with a pen, on-line character recognition technology is

(7)(34)

important. Many character recognition methods have been studied . Most of

(35)

these methods are based on stroke matching . Currently, if you neatly write

Japanese characters, these characters are correctly recognized. However, it is
difficult to recognize cursive-style-handwritten characters with stroke-number and
stroke-order variations. Recently, some recognition methods for

cursive-style-handwritten characters have been investigated. Typical methods are the
. . . 36 . .

Nakagawa Method with customizable recognition ( ), which improves the

recognition rate using pure online features, the Takahashi-Yasuda-Matsumoto Method

7 . . .
(37) using a HMM model, the Wakahara Method using a stroke-based Affine

transformation, and the Hamanaka-Yamada-Tsukumo Method (38)(39) with

(40-42)

Statistical approaches generally require faster processors and larger memory size

directional pattern matching using off-line features.

than structure analytical approaches. However, since those hardware restrictions have
been relaxed in these days, various character features can be used and more attention
IS being given to statistical approaches. We believe a statistical approach holds great
promise because it has the advantage of its recognition dictionary being able to learn

character features from many handwritten data without any manual work.

3.2 Structure analysis approaches
The base stroke matching method, which is well known in structure analysis

approaches, is shown in Fig. 3.1. First, to extract the base stroke, features are
obtained from each stroke. Conventional methods generally use, for example,
positional relations between starting point, endpoint and bending point(s), degree of
bending angle, and ratio of width and height. Next, these features are used to select
the base strokes from the base stroke set, in which some base strokes (usually from
50 to 100) are pre-defined in a recognition dictionary by conditional equations. Then,
the inputted character is recognized by comparing the base stroke codes of inputted
characters with those of each character defined in the recognition dictionary. Some

frequently occurring stroke orders are defined in this dictionary. When several
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recognition candidates have the same base stroke codes, one candidate is selected by

fine recognition that uses the positional relations between strokes.

Digitizer

| Feature extraction !

A — [V

Input of Features

coordinates Positional relations
LCD between starting point,
endpoint and
bending point(s)
degree of bending angle
Ratio of width and height
€etc.

Bending point

Starting point

Endpoint

=

Recognition result | Extraction of base strokes

=V >
V4

Comparison
[Recognition dictionary]
Main recognition

CEORE

by positional relations by combination of )
between strokes base strokes __inay order

Fig. 3.1 Base stroke matching method

The base stroke matching method does not need much calculation and its software

size is small. However, this method’s dictionary has to be made manually.

3.3 Statistical approaches (pattern matching)

Statistical methods are usually used in OCRs. These methods recognize characters
by pattern matching between the feature patterns of inputted characters and those of
standard characters. One of the major methods is four-directional feature pattern
matching. This method extracts feature patterns in each direction from an inputted
character’s bitmap data and compares them with the feature patterns of standard
characters (Fig. 3.2). The character that has the highest degree of similarity is

obtained as the recognition result. This method is described in detail in Section 4.2.
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Fig. 3.2 Four-directional feature pattern matching method

In a statistical method, a recognition dictionary, consisting of standard character
feature patterns, is created automatically from many handwritten (or printed)
characters, (i.e., without manual work). Each character’s feature pattern is created by
averaging several characters having the same kind of feature patterns. Therefore, this
method is highly advantageous for handling shape variations because it uses many
data having shape variation to create the recognition dictionary. Therefore, we
believe a statistical approach also holds great promise for future on-line character

recognition.

3.4 Our approach (conclusion)
We conducted research on on-line character recognition based on the statistical

approach. Consequently, we believe it is undesirable to use only off-line features,
such as those used in OCRs, for recognizing free-stroke-order characters. Therefore,
we actively used effective on-line features based on handwritten strokes in

combination with off-line features. Our proposed method is described in Chapter 4.
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Chapter 4

On-line Character Recognition M ethod
using both Directional Features and

Direction-Change Features

SUMMARY

We propose an on-line character recognition method that simultaneously uses both
directional features, otherwise known as off-line features, and direction-change features,
which we designed as on-line features. The directional features express the location and
direction of each character’s coordinates. The direction-change features express where
and in which direction the character’s written and unwritten imaginary stroke coordinates
change, and the location of the circular parts of the character. We found suitable
direction-change features with the imaginary strokes. The recognition rate was improved

by our method, in comparison to the traditional method using only directional features.
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4.1 Introduction

We have studied on-line character recognition methods based on statistical approaches.
Among the statistical approaches to on-line character recognition, the
Hamanaka-Y amada-Tsukumo Method is well known. This method first pre-classifies
characters by stroke number as on-line features, then recognizes characters by the
directional features of off-line features. Methods using directional features permit stroke
shape variations of neatly written characters. However, freely written cursive characters
are sometimes mistaken because, when characters are rapidly written, the shape widely
varies. In addition, stroke connections are often created when the pen remains in the
pen-down state. The directional features are steady in neatly written characters. However,
in cursive characters, directional features are often unsteady.

Despite large shape variations and stroke connections, if we ignore whether the pen is
in the up or down states, pen movement does not widely change, as shown in Fig.4.1. We
think that human beings may remember pen-movements. Therefore, anybody can
recognize cursive characters. So it is important to consider the pen-up state for cursive
character recognition. In particular, we think that the direction-change features must be

steady when the pen is up or down.

pen-down state
pen-up state

> 2
E>“E>,

L Dnectlon change Y.

from the pen-up state to pen-down state

Cursively-written

N

Neatlv-written ..................

'N'*

Fig.4.1 Pen movements

We propose a new handwritten character recognition method based on a statistical

approach, called DDCPM (Directional and Direction-Change Pattern Matching),
(40-42)

as on-line features. We think that directional features are static features, and

simultaneously using directional features and direction-change features designed
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4.2. RECOGNITION METHOD

direction-change features are dynamic features on the basis of the change in a hand's force
when moving a pen. We think that directional features are suitable for detecting the
consistent rough shape of cursive-style-handwritten characters, and direction-change
features are suitable for detecting the consistent partial shape of these characters. By
simultaneously using both of these features, our method takes a wide view of rough shape

and partial shape.

4.2 Recognition Method
In on-line character recognition, there are many methods (43)(44)
(38)(39)

(21)

using only on-line
features extracted from stroke data, and methods using mainly off-line features

extracted from character bitmap data. Our method uses on-line features that are

direction-change features as well as off-line features that are directional features.

Fig.4.2 shows a block diagram of our character recognition method. First, on-line
character data (x,y coordinate data) are transformed to bitmap data. Next, this bitmap data
and on-line data are nonlinearly normalized. Directional features are then extracted from
normalized bitmap data, and direction-change features are extracted from normalized
on-line data. After these feature patterns are blurred, the patterns’ dimensions are reduced.
Afterwards, these reduced dimensional feature patterns of inputted characters are
compared with reduced dimensional feature patterns of the standard characters, and the
inputted characters are classified. Finally, original dimensional feature patterns of these
characters are compared with original dimensional feature patterns of the standard

characters by pattern matching, and inputted characters are recognized.

In traditional on-line character recognition methods, there are some structure analytical

(35,45-48)

approaches which use direction-change features as dynamic features. In these

approaches, variations in stroke order degrade the recognition accuracy. On the other hand,
our method, which is a statistical approach based on pattern matching, uses
direction-change features by mapping the positions where the stroke direction changes
onto 2-dimensional planes as described in Sec.4.2.6. Therefore, the degradation of the

accuracy caused by variations in stroke order is less in our method.
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[ On-line data J

Nonlinear normalization

normalized normalized

bitmap data on-line data

Directional features Direction change
extraction features extraction

Written-area
feature extraction

Blurring

Dimensional reduction

Pre-classification

Recognition

recognition result ]

Fig. 4.2 DDCPM method diagram

4.2.1 Acquisition of on-line character data

On-line handwritten character data (x, y coordinate data) are obtained from tablets.
Popular tablets used generally for PDAs and pen-type notebook PCs detect the coordinate
data of pen movements by a pressure sensor or electromagnetic induction. Recently, there
are some kinds of tablets that can detect coordinate data when the pen is either up or down,
or with differing pressure levels and slope levels of the pen. However, popular tablets
detect coordinate data only when the pen is down. Therefore, our character recognition
method uses X, y coordinate data detected only when the pen is down. In the experiment
shown in Sec.3, we use the on-line handwritten character data that are already inputted
from some kinds of popular pen-based notebook PCs. On these PCs, the sampling rate is

50-100 points/second and the resolution is 3-10 points/mm.

46



4.2. RECOGNITION METHOD

4.2.2 Transformation from on-line data to bitmap data

When on-line data within a 64x64 pixel-size area is transformed to bitmap data
(64x64 pixels), lines are drawn 3 pixels thick between each coordinate and its neighboring
coordinate, then each coordinate point on the line is turned black in the bitmap.
Thickening lines reduces local fluctuations of the directional features. The width 3 is

determined empirically.

4.2.3 Nonlinear normalization
The transformed bitmap data is nonlinearly normalized by Line Density Equalization

49)(50) _. . o
(49)( ). Fig.4.3(a) shows an example of nonlinear normalization. We use 1.0 for the «

. T . . 49
parameter which expresses a degree of normalization in Line Density Equalization ( ).

Line Density Equalization normalizes the shape of characters so that the line density in
both x and y directions are uniform. Incidental deformations of characters are reduced by
this operation. The on-line data is also nonlinearly normalized by the same function used
for the transformed bitmap. By nonlinear normalization of the on-line data, (X,y)
coordinates of the character’s strokes are changed while keeping the order of the

coordinates intact as shown in Fig.4.3(b).

a =10

i/?\ Line density equalization

\ )f/\ \ >//\
=/~ TS
g% 0707

(Input) Nonlinearly (Input) Nonlinearly
(normalization) (normalization)
(a) bitmap data (b) on-line data

Fig.4.3 Nonlinear normalization
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4.2.4 Directional features
After contour extraction of the bitmap data, 4 directions: vertical( | ), right-up( /),
horizontal( - ), and left-up(™.), are detected from the contour line between each position
and the point located after the next position in a clockwise direction. At this time, the
vectors' positions with directions are moved from the contours to positions that are half of
the average stroke’ s width away from the contours towards the centers of the strokes.
Four 16 x 16 meshes are created, each one representing a different direction pattern.
The number of vectors in each mesh is then counted as shown in Fig.4.4, where the

density of each mesh shows the number of vectors in each mesh (41_42).

y/\ nonlinearly normalized

7 a bitmap data

-I ... .l. -...
5 = .:. 1 T T_ : 2} :
1 | i .

direction I / o \
Fig.4.4 Directional patterns (16 x16 x 4)

4.2.5 Written-area feature
The written-area where the character is written is obtained as a feature. In Japanese
characters, there are some similar characters that the size/position of them are different
while the shapes of them are same, as three characters shown of the right in Fig.4.5. The
written-area feature is useful for distinguishing such characters.
The written-area is expanded to a mesh between a 40 x 40 and 64x64 pixels by adding
space around the area. This area is then compressed to 1/4 of its original size. The final
mesh size is between 10x10 and 16x16 pixels. Examples of written-area features are

shown in Fig.4.5.
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Fig.4.5 Examples of written-area features

4.2.6 Direction-change features
4.2.6.1 Direction-change features in the pen-down state

The direction-change positions, the direction-change degree and the directions after
direction-change are obtained from the normalized on-line data as shown in Fig.4.6. First,
each stroke coordinate’s direction-change degree, that is the absolute value of the
difference in direction from the target coordinate to the next coordinate, and the former

coordinate’s direction toward the target position, is calculated.

normalized online data

64 §) ‘? Aty
I |-
64

/ direction-change features

J

Fig.4.6 Extraction of Direction-change features in the pen-down state

The direction differences are expressed in 60 degree increments. The direction-change
feature’s degree (Fdc) is shown in Eq.4.1.
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D@: direction difference in 60 degreeincrements
(-180 <D# <180)

The directions after direction-change are expressed by 8 kinds of direction in 45 degree
increments. Next, by summing the direction difference degrees in the 16x16 meshes,
every direction-change feature is mapped onto 8 of 9 separate 16x16 meshes as shown in
Fig.4.8.

The circle-feature, the second of the direction-change features, is then mapped onto the
9th mesh. The circle parts of a character are found by searching a segment on which the
stroke direction continuously changes in the same rotational orientation and comparing
the distance between the starting point and the endpoint of the segment with a threshold.
Since this threshold is calculated from the size of the rectangle which circumscribes the

segment, it is also possible to find an incomplete circle.

normalized online data

i) =ce
>/ N < /\
64§/\ o § ?

O,
> \_ -/ ~_
@ Circle detection

64 o direction-change features
(circle features)

Fig.4.7 Extraction of circle features in the pen-down state
The degree of a circle-feature Fc(xc,yc) at the circle’s center (xc,yc) is expressed by the
circle’sradius (rc) as shown in Eq. 4.2 below.

maximum radius
rc

Fc(xc, yc) = Min ( , maximum Fc¢ )....(4.2)

rc=(ra+rb)/2

ra:long radius of an ellipse,
rb: short radius of an ellipse
maximum radius : 32
maximum Fc: 8
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The circle-feature pattern is generated and added to 8 kinds of direction-change patterns
as shown in Fig.4.8. The circle feature is useful for recognizing similar characters,
especially in HHIRAGANA, suchas*“ [ *“,“ |/ “of “oC 1, ete.
In these pairs, the shapes of characters are almost same except a loop exists or not.

In Fig.4.6, 4.7 and 4.8, each character pattern clearly explains the direction-change

position, but does not express features.
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Fig.4.8 Direction-change features’ patterns (16 x 16 x 9) in the pen-down state

4.2.6.2 Direction-change features in the pen-down and pen-up state

When characters are written cursively, strokes are often connected with the next stroke.
The faster characters are written, the more strokes are connected in the pen-down state.
The closer the distance between a stroke and the next stroke, the more often these strokes
are connected.

To recognize cursively-written characters with connected strokes and neatly-written
characters without connected strokes, without increasing standard character patterns, our
method extracts the features from the imaginary strokes in the pen-up state and the written

strokes as shown in Fig.4.9.
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----------- Imaginary stroke
in the pen-up state

Fig.4.9 Imaginary strokes

Our method extracts the direction-change features with imaginary strokes which are
lines between each stroke's end position and the next stroke's start position as shown in
Fig.4.10.

normalized online data ’/‘Q// \ \

with imaginary stroke 0 /

/ \ f{%—l_magi_ng_ljy,stroke

/

N

Imaginary stroke
in the pen-up state /7
W)

direction-change
features

Fig.4.10 Extraction of Direction-change features with imaginary strokes

The direction-change feature's degree (Fdc’) of the connected imaginary stroke is shown
in Eq.4.3. The shorter the length of the imaginary stroke, the stronger the feature is

expressed.

DO i
rac—( P44 « Min ( eximum length _eicht, 0.5 ... (4.3)
60 Limag

D@: direction difference in 60 degree increments
Limag: length of imag inarystroke (>1)
maximum length: 64,/2, weight1/8
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By summing the direction-change features of the character with imaginary strokes and
written strokes in 16x16 meshes, 8 kinds of direction-change patterns and circle-feature

pattern are generated as shown in Fig.4.11.

nonlinearly normalized
on-line data

//\T\

direction change * /

= cirele O

Fig.4.11 Direction-change features’ patterns (16 x 16 x 9)
in the pen-down and pen-up states

4.2.7 Blurring

The directional and direction-change patterns in the 16x16 meshes are set in the 24x24
meshes. Each feature pattern in the 24x24 meshes is expressed as  f(X,y, v) [x,y=1~24]
[v=1~4 (4 kinds of directional pattern), 5(1 kind of written-area pattern), 6~14 (9 kinds of
direction-change pattern)].

Each feature pattern f(x,y, v) is blurred by a Gaussian function, generating each feature

pattern f* (x,y, v).

4.2.8 Pre-classification
4.2.8.1 Dimensional reduction

For faster classification, dimensions are reduced and candidates are narrowed down
before the recognition step.

The dimension number of each blurred feature pattern f! (x,y, v) is reduced to 4x4

dimensions, then the feature pattern g* (x,y, v) is created as shown in Eq.4.4.
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g, V)= FH4i+ pAj+q1 ). (4.4)

p.q=1

As described below, this feature pattern g (i,j, V) is used in the candidates selection step,
and the feature pattern f! (x,y, V) before dimensional reduction is used in the recognition

step, respectively.

4.2.8.2 Candidates selection

By comparing the inputted character's reduced dimensional feature patterns g( i, j, v)

and the standard characters' reduced dimensional feature patterns g.( i, j, v) ,which were
already created in the character classification dictionary as shown in Fig.4.12, the

resemblance (ry.) between g( i, j, v) and gc( i, j, v) is calculated on the basis of Eq.4.5.
Then, using the resemblance, the possible candidates are reduced to 100 characters.

Inputted character’s Direction-change feature pattern

Directional feature pattern
m m |. I -
G e s, A i
4 -
Vs e :\ . ©
L
l ..... 1
‘ Standard characters®
feature patterns
| o EEE
Pattern matching <= Dm'_.'_'ﬁ V7~ N [
R QE@? 5]
|_l/
Fig.4.12 Pre-classification
14 4 o - .
Z .Zg(lijlv)'gc(lljiv)
o = e ——— (4.5)
14 4 . ) 14 4 - . )
\/Z > g, jv) -\/Z > 3.3, 0.v)
v=l i,j=1 v=l i,j=1
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4.2.9 Recognition
Within the character candidates, by comparing the inputted character’s original feature

pattern f! (x,y, v) and the standard characters original feature patterns fcl(x,y, v ),
which are already created in the character recognition dictionary, the resemblance (r’ )

between f! (x,y, v) and fcl(x,y, v ) is calculated using Eq.4.6. The character whose
resemblance is highest is obtained as the character recognition result.

L%, y,v) - (X, y,v)
I = N (4.6)

\/i > fl(x,y,v)Z-\/i S 0y

14 16

v=l x,y=1 v=l x,y=1

4.3 Experiment

We experimented with character recognition using our recognition method and the
on-line Japanese handwritten data base (TUAT Nakagawa L ab.
HANDS-kuchibue_d-96-02) (G1(22)

each person's data contains 11,962 character samples. We use the samples in

, containing handwritten data from 81 people, where

even-numbered sets as learning data, and use the samples in odd-numbered sets as
unknown data. Examples of not-neatly-written data from this data base are shown in
Fig.4.13.

Not-neatly-written data (data set #78)

2430 2431 2432 2433 2434 2435 2438 2437 2438

20 8 0| K 2\ # 7%

2439 2440 2441 2442 2443 2444 2445 2446 2447

A5 LA ELE

o

Fig.4.13 Examples of database (HANDS-kuchibue_d-96-02)
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For the character size to be within 64x64 pixels, we change the coordinates of each

sample in the experiment.

(a) Experiments comparing the traditional method and our 1st and 2nd methods

The recognition rates of the method using only directional features and written-area
feature are shown in Table 4.1. The recognition rates of our 1st method using both
directional features and direction-change features in only the pen-down state are shown in
Table 4.2. The recognition rates of our 2nd method using both directional features and
direction-change features in both the pen-down and pen-up states are shown in Table 4.3.
In Table 4.1-3, non-KANJI means all Japanese characters except KANJI characters, for
example, HHRAGANA, KATAKANA, numeric, alphabetic and symbolic characters.

Table 4.1 Recognition rates of the method using only directional features
(traditional method)

Recognition Unknown Data
Rate KANIJI Non-KANIJI | All
1st candidate 82.58 % 73.71 % 77.89 %

2nd candidate 89.60 % 80.92 % 85.01 %
3rd candidate 92.28 % 85.25 % 88.57 %
4th candidate 93.67 % 87.72 % 90.52 %
5th candidate 94.58 % 89.30 % 91.79 %
10th candidate 96.68 % 92,72 % 94 59 %
20th candidate 97.90 % 94.99 % 96.36 %
100th candidate | 99.02 % 98.44 % 98.71 %

Table 4.2 Recognition rates of the method using the directional features
and direction-change features in only the pen-down state
(our 1st method)

Recognition Unknown Data
Rate KANIJI Non-KANJI | All
1st candidate 84.71 % 76.90 % 80.59 %

2nd candidate 91.48 % 83.72 % 87.38 %
3rd candidate 93.92 % 88.00 % 90.79 %
4th candidate 95.15 % 90.27 % 92.58 %
5th candidate 95.95 % 91.76 % 93.73 %
10th candidate 97.63 % 94.71 % 96.09 %
20th candidate 98.62 % 96.37 % 97.43 %
100th candidate | 99.51 % 98.95 % 99.22 %
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Table 4.3 Recognition rates of the method using the directional features
and direction-change features in the pen-down and pen-up state
(our 2nd method )

Recognition Unknown Data
Rate KANIJI Non-KANJI | All

1st candidate 87.97 % 77.37 % 82.37 %
2nd candidate 93.44 % 84.06 % 88.49 %
3rd candidate 95.34 % 88.24 % 91.59 %
4th candidate 96.31 % 90.47 % 93.23 %
Sth candidate 96.90 % 91.95 % 94.28 %
10th candidate 98.21 % 94 .87 % 96.44 %
20th candidate 98.94 % 96.53 % 97.67 %
100th candidate | 99.62 % 99.00 % 99.29 %

From these experiments, we found that our methods using both directional features and
direction-change features were able to obtain higher recognition rates than the traditional
method using only directional features. Moreover, we found that the recognition rate was
further improved using direction-change features including imaginary strokes in the
pen-up state. Our 1st method improves the recognition rate for all characters by 2.70 % as
compared with the traditional method. Using our 2nd method, the recognition rate is
improved by 1.78 % over our 1st method, and 4.48% as compared with the traditional
method.

Note that although the number of dimensions in our 1st method is equal to the number
of dimensions in our 2nd method, the 2nd method has a higher recognition rate.

In the odd data set, the over all recognition rate for the 3rd person’s neatly written data
was 93.33%; 95.57% for KANJI characters and 91.33% for non-KANJI characters.

Fig.4.14 shows a good example of the candidates obtained by our method for the

character “Na”.

Recognition result

Handwritten character Recognition candidates
(Input data) Method 1 2 3 4 5 6 7 8 9 10
7"—,__':‘_. Traditional method | 7% & %% A5 /8 T 8 BRR K
i(\;f)am,‘;.—-- ----- Our 1st method @Ci F L EREIEE L
A Our 2nd method REFFEAEELEER

Fig.4.14 Example of the recognition result
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Using only directional features, the traditional method did not recognize the input
character “NA” properly. However, our 1st and 2nd methods could recognize this
character correctly because the circle pattern is extracted in area (A) in Fig.4.14. In our
methods, some recognition candidates which have a circle pattern in a low position are
given a high rank. The reason for thisis explained in detail below.

The directional features of the input character “NA”, the standard directional features of
the correct character “NA”, and the mistaken character “HON” obtained by the traditional
method are shown in Fig.4.15. As shown in Fig.4.15, the inputted character’s directional
features look more like the mistaken character’s features than the correct character’s
features. So, this input character “NA” is recognized incorrectly as the mistaken character
“HON”.

Directional features
non-linearly

INPUT normalized —> \ Written-

pattern area

75-':1 - - ’i

STANDARD pattern (dictionary

-
—

_ (average of features)
I | 7 ' F
HON &

Fig.4.15 Example of directional features

Direction-change features (in the pen-down state)
INPUT

- \ -« 0 o
|75 ’ 2R I N
(A) am . a . . -

STANDARD pattern (dictionary) Features (1)
7R 7=
- - - = -
A
N Features (2)
9 |7~
HON j"f

\ Features (3)

Fig.4.16 Example of direction-change features
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The direction-change features in the pen-down state are shown in Fig.4.16. In the
inputted character, the direction-change features (1) are extracted from the area (A).
Similar features (2) are also extracted from the correct character “NA”. However, these
kinds of features are not extracted from the character “HON”. So, This input character
“NA” isrecognized correctly by our method.

Fig.4.17 shows examples where the recognition results are improved by our 1st
method using the direction-change features in the pen-down state only. The improvements
are due to the circle-features that are extracted from areas (B)(C)(D) and the direction
change features that are extracted in positions(E)(F) in this figure.

When only the circle feature isn’t used, the recognition rates are 84.77% for KANJI
characters, 76.70% for non-KANJI characters, 80.51% for all characters. This result

shows circle feature is effective especially for non-KANJI characters.

INPUT ] Cezmdi;iateds .
Traditional method (directional) | T @ I'ifar |7

) Our 1st (pen-down state) RUFEIT
- Our 2nd (pen-down and pen-up) @ i E T
P GIEIE INIGIEIEIES

(O @ 20FE | T3 “"3)ZZ¥ @ ANl | h|k
=@ zl3[7| WA ls KX
SALIEAEAE A NG A ESESET

(D)- @ Fl&HwFE| ¥ NESERIEIDS
MA F | AT FE MI ZU @ KA A K

Fig.4.17 Examples of Improvements by our 1st method

As shown in Fig.4.16-17, our 1st method using simultaneously both the
direction-change features and the directional features permits shape variations caused by
writing quickly.

Negative influences of our first method were sometimes caused when an inputted
character’s stroke count varied. In Fig.4.18, the numbers near the strokes of the inputted

handwritten characters express stroke order. The character “BUN” is usually written as
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shown in the figure of the standard character “BUN” where the 2nd and 3rd strokes are
written separately. However, there is one connected stroke in the inputted character
“BUN”. Although the inputted character “BUN" is correctly recognized by the traditional
method using only directional features, this inputted character was incorrectly recognized
by our first method. This is because the direction-change feature is extracted from the
inputted character at the second stroke’s bending point, but the direction-change feature is
not extracted from the standard character at the same position of the endpoint of the
second stroke. However, our second method can correctly recognize such characters as
those shown in Fig. 4.18 because the direction-change features are extracted from not only
the inputted character at the second stroke’s bending point but also from the standard

character at the second stroke’s endpoint by using imaginary strokes.

Candidates
INPUT | 1 2 3 4 5
\ . . - . —n el
, | | Traditional method (directional) @ X R X2
2 =
Z; Our 1st (pen-down state) A ﬁ'{,.@ Z 1L
v g =
BUN Our 2nd (pen-down and pen-up) @ RIR|Z |
<INPUT > < STANDARD =
Pil‘c(:lion change No (lil;(’(‘tion -change
< }
Our 1st method Not similar
(only pen-down state) x
Direct[on%

Our 2nd method

using imaginary strokes

Similar

-~ [maginary strokes

(pen-down and pen-up)

Fig.4.18 Example of negative influence of our 1st method
and improvement by our 2nd method

Fig.4.19 also shows an example where the recognition result is improved by our 2nd
method using the direction-change features in both the pen-down and pen-up states. The
character “SYOU” is usually written as shown in the figure of the standard character
“SYOU” where the 2nd and 3rd strokes are written separately. However, there is one

connected stroke in the inputted character “SYOU”. So, the horizontal directional features
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of the inputted character “SYOU” look more like those of the standard character “NA”
than those of the correct standard character “SYOU” as shown at S1 in Fig.4.19.
Furthermore the direction-change features of these character are in the pen-down state
only. Therefore, both the traditional method and our 1st method can not recognize this
character correctly.

However, direction-change features in both the pen-down and pen-up states of the
inputted character are similar to standard features of the correct character as shown at

S2,S3 in Fig.4.19. So, the inputted character “SYOU” is recognized correctly by our 2nd

method.

Candidates
2 3 4

1
Lo ' | Traditional method (directional) A LA
é : A

Our 1st (pen-down state) @ P
Our 2nd (pen-down and pen-up) @ p'aive

Directional features  Direction-change (pen-down and pen-up )
< N b/ Area— N\ v < N /O

1 P22 [ Y
w;\i;sy()u similar (ST) simi1a1>(S3) >( §2)
,& ) S

N1 I

W[t

P NN
NA

4
1
- . . i . . ! .
L AL JL L ‘ L

Fig.4.19 Example of improvement by our 2nd method

Fig.4.20 shows other examples where the recognition results are improved by our 2nd
method. On the character “MATU” in Fig.4.20, because the 5th stroke is written much
close to the 4th stroke, this character is recognized incorrectly by the traditional method
and our 1st method. However, because there is a direction-change at the position (A)
where the 4th stroke is connected with the imaginary between this stroke and 5th stroke,
this character is recognized correctly. In the same way, because there are
direction-changes at the positions (B) (C) in the character “MAI”, (D) in the character
“NA”, (E) (F) in the character “SETU” and (G) in the character “SU”, these character are

recognized correctly.
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LN : Ca:}nd'1(:13&1t«5:9i1 s
\ Traditional method (directional) K @ BR (R R
iF/\ﬁ Our 1st (pen-down state) 7N @ I EF RN
AU Our 2nd (pen-down and pen-up) @ R ER | $= [ IR
(Ii)\ 5 6 (’(‘) él: E,F‘}
IR CIE AN AIEIEIEI
AP & EACIREAE:
v 60 | | B | o AEAEAE:
=3 Lz e e | @) e A A
WA e @l ale] 7\ Pl77 ¥
e AR -l (G FA A P

Fig.4.20 Examples of Improvements by our 2nd method

As shown in Figs. 18-20, our second method, which extracts the direction-change
features in the pen-down and pen-up states by using imaginary strokes, is effective in

handling stroke count variations due to stroke connections.

(b) 3rd method experiment

In our 3rd method, the direction-change feature's degree (Fdc’) of the imaginary stroke

Is shown in Eq.4.7, where W(Limag) is the weight function whose input is the length of
imaginary stroke Limag.

(1P ow i
Fdc _( 50 +L1 | x W (LImMag) wevveeeeeeeeeieeieeiiesieenns (4.7)

D@: direction difference in 60 degree increments
Limag: length of imaginary stroke (2 1)

We tried to examine the influences on character recognition rates when changing the
functions used to get each direction-change feature based on the imaginary stroke lengths.
We set some W(Limag) weight functions, as shown in Eq.4.7. These functions are shown

in Table 4.4; where L shows Limag (imaginary stroke lengths).
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Table 4.4 W functions for Direction-change features

No Function No. Function
w-—2 s o 64x/2 1 N
1 * 8 o - X L+
0 L+1 8 0 5| w= ( )xL 0—42 g3
when W=05: W=05 | o4 64 ’/2_ 2
0 4 a2 o 12 a2 L
v 642 —(L*2) v
1 |— _
B R . Oy il K O
L+1 8 3 6 Ceax 7 | 0T
when W=10: W=10 |04 oo — when L < o
0 64 32 L W=0 when others 0 12 3244,
\-'] W 642/]!2 (I/Z]xl "1,
2(w=1 7 64x 2 2 [ o
o4 7 3 a4
0 14 32 L —~ when others 0 a2 3244,

. W= 1 1
3 We 64% !2 (L+1) 01,:%":' ] when [, =< é-’l%/Q_XT od.

64x 2 w=0
/_ Uﬁ when others 0 12l 382 1
w=1 when oY W=1 7 2 |Y
4 L= 2 0g 9 when L. < édxl_x? o0g
W=0 1 L Ww=0 11 1
when others o0 12 32 44 L when others 0 1215 64,

The closer the distance between a stroke and the next stroke, the more often these
strokes are connected. So, We hypothesized that function no.0 would be the most suitable
function for our 2nd method. In this function, the shorter the length of the imaginary
stroke, the stronger the feature is expressed.

First, we tried to examine the influences to character recognition rates when changing
W(Limag) with 10 people’s data ( top 10 sets of even-numbered sets). Each recognition

rate using W(Limag) function is shown in Table 4.5.

Table 4.5 Recognition rates using each W(Limag) function

Function KANJI non-KANJI ALL
Fnc.2

(New) 92.60 79.37 85.61
Fnc.9 92.60 79.36 85.61
Fnc.4 92.43 79.18 85.44
Fnc.8 91.92 77.87 84.50
Fnec.3 91.61 76.83 83.81
Fnc.6 90.62 75.53 82.65
Fne.1 89.98 75.11 82.12
Fnc.0

©Old) 88.26 74.41 80.94
Fnc.5 87.10 7417 80.27
Fnc.7 86.36 74.01 79.84

[even-numbered 10 data sets]
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We were surprised at the high recognition rate of function no.2, which has no weight on
the imaginary stroke lengths. The reason for thisis that in the handwritten data base sets,
there are many cursively-written characters where strokes are connected even though the
strokes are far apart. Some examples of characters which are recognized correctly when
using function no.2, but are not recognized when using function no.0, are shown in Table
4.6.

Table 4.6 Examples of recognition results using our new method (Function

no.2)
)
Handwri =
ol 6T Z AN P S
Recognition E z ﬁ 7N X =

result (NEN) | (GEN) i (TEI) | (KA) (K1) (SA)

The recognition rates of our 3rd method with 41 people’s data sets is shown in Table
4.7.

Table 4.7 Recognition rates of the method using the function no.2
(our 3rd method)

Recognition Unknown Data
Rate KANJI Non-KANJI | All

1st candidate 91.41 % 81.77 % 86.32 %
2nd candidate 95.37 % 87.62 % 91.27 %
3rd candidate 96.75 % 91.26 % 93.85 %
4th candidate 97.39 % 93.18 % 95.16 %
Sth candidate 97.84 % 94.45 % 96.05 %
10th candidate 98.78 % 96.75 % 97.71 %
20th candidate 99.30 % 98.04 % 98.63 %
100th candidate 99.74 % 99.53 % 99.63 %

[ 41 people’s data set ]

The recognition rates of the traditional method and our three methods on 41 people’s
data sets (odd-numbered sets) are shown in Table 4.8. From these experiments, we found
that the recognition rate was further improved by using a suitable function to get

direction-change features using imaginary strokes.
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Table 4.8 Recognition results

Recognition Unknown Data

Rate KANIJI Non-KANJI | All
Traditional method 82.58 % 73.71 % 77.89 %
Our 1st method 84.71 % 76.90 % 80.59 %
Our 2nd method 87.97 % 77.37 % 82.37 %
Our 3rd method 9141 % 81.77 % 86.32 %

[ 41 people’s data set |

By the above analysis, we confirmed that our methods permit stroke shape variations
caused by writing quickly, stroke order variations and stroke count variation due to stroke
connections.

The recognition processing times of the traditional method and our three methods are
0.9 sec, 2.4 sec respectively [CPU: Pentium,133MHZz].

4.4 Conclusion

In this paper, we propose a new on-line recognition method simultaneously using both
directional features, otherwise known as off-line features, and direction-change features
which are designed as on-line features simultaneously, to correctly recognize handwritten
cursive-style Japanese characters.

From the results of experiments using an on-line Japanese handwritten data base
(HANDS-kuchibue_d-96-02), we found that our methods using both directional features
and direction-change features were able to obtain higher recognition rates than the
traditional method using only directional features, The recognition rate of the traditional
method is 77.89%. The recognition rate of our first method using direction-change
features in only pen-down state only is 80.59%. The recognition rate of our 2nd method
using direction-change features in both the pen-down and pen-up states is 82.37%. The
recognition rate of our 3rd method using a function which has no weight (always 1) is
86.32%. We found that the recognition rate was further improved with the
direction-change features taking into account imaginary strokes in the pen-up state. We

found that the most suitable function to get direction-change features is the function
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which has no weight (always 1), and has no effect on the length of the imaginary strokes
in the pen-up state. This is because when characters are written freely, strokes are often
connected even though strokes are far apart.

As a result, we confirmed that our methods permit stroke shape variations caused by
writing quickly, stroke order variations, and stroke count variation due to stroke
connections.

Essentially, the directional features are not affected by stroke order variations and
stroke count variations because these features are extracted from bitmap data of on-line
written character data. However these features are greatly affected by the instability of the
stroke directions caused by stroke shape variations. The direction-change features are
steady for stroke shape variations. Moreover, the direction-change features are steady for
stroke order variations because these features express where and in which direction each
of character’s coordinates change which is independent of stroke order variations.
Furthermore, the direction-change features extracted from imaginary strokes in the pen-up
state are steady for stroke count variations due to stroke connections. We think that
because our methods can make the most of the strong points of both the directional

features and the direction-change features, the recognition rates are improved.
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Chapter 5

| mprovements of Recognition System

SUMMARY

Our statistical approach to on-line character recognition, which simultaneously
uses directional features, direction-change features and written-area features,
improves the recognition rate by adjusting the weights of these features.

Then, we discuss possibilities for future work to improve the method based on

recognition results.
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5.1 Introduction

Our basic recognition method is already described in Chapter 4. In this chapter, we
discuss improvements made to our method. First, the experimental results of
improvements made by adjusting the weights of the features are described in Sec. 5.1.
Next, in Sec. 5.2 we discuss possibilities for future work to improve the method

based on recognition results.

5.2 Adjusting directional, direction-change and written-area
features

5.2.1 Adjusting the weights of features

In our basic recognition method described in Chapter 4, directional features,
direction-change features and written-area features have no weights. In this section,
we show how to improve the recognition rate by assigning and adjusting weights of
these features.

Our recognition method was slightly changed to incorporate a diagram that plots
the weights of directional features, direction-change features and written-area
features. After the feature patterns are blurred, each feature is multiplied by its
weight. The other processes of this diagram are the same as those of our basic

method’s diagram (our fourth method) described in Chapter 4.

5.2.2 Experiments

In the experiments, we used samples in even-numbered sets as learning data and
samples in odd-numbered sets as unknown data, in the same way as shown in Chapter
4,

First, we obtained the feature weights that give the best recognition rate for 10
even-numbered data sets. The recognition rates for various weights of the
written-area feature and of the direction-change feature are shown in Figs. 5.1 and

5.2, respectively, when each weight is changed by 0.1 steps.
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- Weight of directional features =1.0
- Weight of direction-change features =1.0 |

[Even 10 people’s data]

94 KANJI 92.87
=
S
= 90
g 88
8 ~ 86.59
S —
£ 86 L% . All characters
g) 85.01
S 84
g
82 80.99
%0 o7oa NonKANJ
I N PR SRR PR EEE SN
Bo1 5 10 15 20 25

Weight of written-area features

Fig. 5.1 Recognition rates for various values of
written-area feature weights

- Weight of directional features=1.0
. Weight of written-area features =15.0

[Even 10 people’s data]

94
92 e 9Z.81 KANJI
S 0/ 86.59
Ty 88 /
g 86 / 82.28 All characters
c 84
)
§ 80 /77.03 80.99 Non-KANJI
76 /
74 1/ 7234
72 (%\ L L L ] L ] L ] ] L ] L L L ] ]

00 02 04 06 08 1.0 1.2 14 16 18 20
Weight of direction-change features

Fig. 5.2 Recognition rates for various values of
direction-change feature weights

The best recognition rate for all characters is obtained when the weights of
directional features, written-area features and direction-change features are 1, 15 and
1, respectively. Then the recognition rates and classification rates are obtained for all
odd-numbered sets (41 data sets) by using those features' weights, as shown in Table
5.1 (best weight). Table 5.1 indicates that the recognition rate and classification rate

improve by adjusting the feature weights.
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Table.5.1 Recognition rates and classification rates

Features' weight Recognition rate Classification rate (20th)
Directional Written- :Direction

area change KANJI | Non-KANJI ALL KANJI [Non-KANJI ALL
Best weight 1 15 1 91.79% 83.10% 87.20% 99.27% 98.95% 99.10%
NO weight 1 1 1 91.41% 81L.77% 86.32% 99.30% 98.04% 98.63%
case A 1 15 0 83.14% 75.46% 79.08% 98.12% 97.23% 97.65%
case B 1 1 0 82.58% 73.71% 77.89% 97.90% 94.99% 96.36%
case C 1 0 0 81.94% 72.13% 76.76% 97.47% 92.58% 94.89%

(41 odd-numbered data sets)

5.3 Possibilities for improvements

Strong points and results of our recognition method are discussed in Chapters 3
and 4. However, a few problems remain to be solved. We discuss possibilities for
improving our method below. We believe that the accuracy of our recognition method

can be further improved by making the best use of its strong points.

(a) Dependence on stroke-order variations

As shown in Sec. 4.3 and Sec. 5.2, our method’s recognition rate improves from
77.89% to 87.20% (9.31% up) over the traditional method. Of this improvement,
11.21% of all data were correctly changed while 1.90% of all data were incorrectly
changed.

For the cases incorrectly changed, we found that the major problem was
stroke-order variations in few-stroke-count characters. Fundamentally, our method
must be made more effective for stroke-order variations than a structure analysis
method that uses stroke-order; this is because directional features are off-line
features and direction-change features express where and in which direction strokes
are changed. However, incorrect recognition can be caused by dependence on
stroke-order because direction-change features at starting points and endpoints of
imaginary strokes are influenced by stroke-order (Fig. 5.3). Such incorrect
recognition rarely occurs in many-stroke-count characters because features only in
the positions where strokeorder varies are influenced. However, such cases of

incorrect recognition sometimes occur in few-stroke-count characters.
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INPUT STANDARD

(O Direction-change positions

Fig. 5.3 Dependence on stroke-order variations

We believe that multi-template matching is an appropriate way to this problem.
This is a well known method in which multi-standard patterns are used for a
character. When the differences in direction-change features in the same character is

large, multi-standard feature patterns are created (Fig. 5.4).

Standard character

ion-change features

Fig. 5.4 Multi-template matching

These wrong cases fortunately only occur in few-stroke-count characters.
Therefore, the recognition dictionary’s size does not greatly increase by adopting

multi-template matching.

(b) Learning dictionary

In a statistical method, increasing the learning data improves the recognition
accuracy because many features’ variations are automatically reflected in the
recognition dictionary. Therefore, our method’s recognition accuracy can be improved
by using many more handwritten data. That is, a sufficiently large on-line handwritten

database is critical. Accordingly, we are now cooperating with others who are creating
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a handwritten database (HANDS-kuchibue) by providing handwritten data to them.
Moreover, a statistical method makes it easy to recognize not only Japanese
characters but also other language’s characters, such as Chinese characters, by simply

adopting a learning dictionary.

(C) Adaptation to personal handwritten characters

The recognition results for each database set (numbers corresponding to each
writer) are shown in Table 5.2. Examples of each writer’s database set are shown in
the Appendix (2).

Table 5.2 Recognition rate for each data set

Even-numbered data sets (Learning data) ~ Odd-numbered data sets (Unknown data)

No. |Writer#| KANJI |Non-KANJI ALL No. |Writer#|| KANJI |Non-KANJI ALL
1 32 98.85 93.65 96.10 1 5 98.26 94.78 96.42
2 50 98.78 93.50 95.99 2 17 97.77 91.50 94.46
3 72 98.21 93.15 95.54 3 61 97.70 91.55 94.45
4 64 98.19 92.10 94.98 4 7 98.21 89.59 93.65
5 6 98.05 90.85 94.25 5 69 97.50 90.03 93.55
6 44 98.53 90.38 94.22 6 47 97.32 90.01 93.46
7 62 99.11 89.81 94.20 7 19 97.77 89.14 93.21
8 56 98.32 90.17 94.01 8 59 97.66 88.53 92.84
9 28 96.15 91.34 93.61 9 43 96.23 88.72 92.26
10 68 97.06 89.14 92.88 10 45 96.79 88.16 92.23
11 38 97.87 87.70 92.50 11 53 95.29 88.87 91.90
12 12 97.45 87.34 92.11 12 49 97.04 87.09 91.78
13 58 95.68 88.73 92.01 13 65 95.46 88.35 9171
14 54 94.72 89.59 92.01 14 27 95.64 87.32 91.25
15 66 95.34 88.15 91.54 15 33 97.43 85.41 91.08
16 40 96.17 86.71 91.17 16 67 94.81 85.41 89.84
17 20 97.24 85.65 91.11 17 55 95.02 85.16 89.81
18 18 94.81 86.52 90.43 18 15 95.57 84.14 89.53
19 48 95.82 85.41 90.32 19 21 96.79 82.85 89.42

20 30 97.13 83.53 89.94 20 31 92.65 85.49 88.86

21 52 95.43 84.57 89.69 21 23 92.04 86.01 88.86
22 74 94.45 85.44 89.69 22 9 95.27 82.70 88.63
23 70 93.90 85.71 89.58 23 73 94.26 83.07 88.35
24 42 95.43 82.83 88.77 24 41 97.02 80.46 88.27
25 60 93.00 84.44 88.48 25 29 92.45 84.11 88.05
26 4 9543 80.98 87.79 26 37 91.56 84.25 87.70
27 36 96.07 78.92 87.01 27 25 93.94 80.42 86.80
28 34 93.53 80.90 86.86 28 79 89.76 84.00 86.72
29 76 94.77 79.13 86.51 29 81 9151 82.23 86.61
30 2 97.04 76.42 86.15 30 77 92.29 79.97 85.78
31 26 94.56 77.50 85.55 31 13 90.16 76.42 82.90
32 10 93.07 75.27 83.66 32 51 89.56 76.64 82.74
33 16 93.20 75.12 83.65 33 3 87.65 77.54 82.31
34 22 88.96 76.47 82.36 34 75 86.89 76.85 81.58
35 14 83.54 79.70 8151 35 57 84.05 7851 81.12
36 24 89.03 67.37 77.59 36 71 82.86 78.46 80.54
37 46 82.44 70.66 76.22 37 39 88.13 72.40 79.82
38 8 78.89 72.04 75.27 38 63 87.21 71.42 78.87
39 80 63.55 62.53 63.01 39 1 77.65 78.67 78.19

40 78 60.73 45.42 52.64 40 11 77.90 65.39 71.29

All 93.01 82.62 8752 41 35 50.47 65.55 58.44
(rate:%) All 91.79 83.10 87.20
(rate:%)
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As shown in Table 5.2, some data sets have low recognition rates. Most characters
in these data sets have very low quality. To deal with these very-low-quality
characters, it is effective to utilize a learning dictionary for each writer. As shown
above, our method based on a statistical approach is suitable for use with a learning
dictionary. To confirm this potential, we conducted preparatory recognition
experiments on each data set by using a dictionary learned by its own data. This

experiment’s results are shown in Table 5.3.

Table 5.3 Recognition rates using dictionaries learned by each data set

Data || Dictionary: Even-numberd 40 sets || Dictionary: Each own set
setnb. || KANJI |Non-KANJI|  ALL KANJI |Non-KANJI|  ALL
o 5 98.26 94.78 96.42 99.89 98.69 99.26
Q 17 97.77 91.50 94.46 99.91 98.20 99.01
@ 61 97.70 91.55 94.45 99.77 98.61 99.16
™ 1 77.65 78.67 78.19 99.56 95.19 97.25
g 11 77.90 65.39 71.29 99.59 91.60 95.37
= 35 50.47 65.55 58.44 99.17 93.21 96.02
(rate:%)

As shown in Table 5.3, the recognition rate for each data set is improved by using
a dictionary learned by its own data, even if the quality of the data set is very low.
This result would seem natural for a statistical method. However, in a structure

analysis method such a learning dictionary is not easy to apply.

(D) Classification accuracy for post-processing and string separation

In recognition systems using post-processing and string separation, not only
recognition rates but also classification rates for candidates are important.
Consequently, classification speed is also important. Table 5.4 shows classification
rates. Table 5.4 (a) shows the classification rates by recognition step, and Table 5.4
(b) shows those by only pre-classification step.

The 20th classification rate for all unknown data sets by recognition step is
99.10%. That by pre-classification step is 98.75%. Since the 0.35% difference
between these classification rates is so small, pre-classification alone, without the

recognition step, can be used for post-processing and string separation.
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Table 5.3 Classification rates

(a) Recognition (b) Pre-classification
Candidates KANJI Non-KANJI ALL Candidates KANJI Non-KANJI ALL
1st 91.79 83.10 87.20 1st 89.08 81.53 85.09
2nd 95.58 89.48 92.36 2nd 93.79 88.26 90.87
3rd 96.93 93.16 9493 3rd 95.44 92.07 93.66
4th 97.65 94.91 96.20 4th 9641 93.87 95.07
5th 98.02 95.96 96.93 5th 96.96 95.06 95.95
6th 98.26 96.59 97.38 6th 97.32 95.79 96.51
7th 98.45 97.08 97.73 7th 97.56 96.37 96.93
8th 98.61 97.45 97.99 8th 97.76 96.82 97.27
9th 98.72 97.72 98.19 9th 97.93 97.17 97.53
10th 98.82 97.92 98.35 10th 98.07 97.46 97.75
11th 98.89 98.11 98.48 11th 98.18 97.72 97.94
12th 98.95 98.26 98.59 12th 98.28 97.92 98.09
13th 99.01 98.39 98.68 13th 98.37 98.07 98.22
14th 99.06 98.50 98.76 14th 98.45 98.23 98.33
15th 99.11 98.60 98.84 15th 98.51 98.34 98.42
16th 99.15 98.69 98.91 16th 98.57 98.45 98.51
17th 99.19 98.76 98.96 17th 98.62 98.54 98.58
18th 99.22 98.83 99.02 18th 98.68 98.62 98.65
19th 99.25 98.90 99.06 19th 98.72 98.69 98.70
20th 99.27 98.95 99.10 20th 98.76 98.75 98.75
[odd numbered 41 data sets] (rate:%) [odd numbered 41 data sets] (rate:%)

5.4 Conclusion
Adjusting the weights of features improves the recognition rate. Our method’s

final recognition rates are 97.20% for all characters, 91.79% for KANJI characters
and 83.10% for non-KANJI characters of unknown data.

We investigated ways to improve our recognition system. Although wrong results
are sometimes caused by a dependence on stroke-order variations in few-stroke-count
characters, this problem can be solved by adopting multi-template matching.

Our method, which is based on a statistical approach, has the strong advantage of
having an automatic learning dictionary. Accordingly, the recognition rate can be
improved by using a learning dictionary that contains a very large quantity of
handwritten data. Moreover, it is possible to apply our method to recognition of other
language’s characters and to adapt the system to personal handwritten characters. It
was also found that pre-classification without a recognition step is adequate for
post-processing and string separation.

In the future, we will investigate better methods of extracting direction-change
features of the imaginary strokes in the pen-up state to improve the recognition rate
as well as ways of efficiently reducing the features’ dimensions to speed up the

recognition process.
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This thesis described our research on on-line character string separation and
on-line character recognition. These technologies are important for easily inputting
characters with a pen. Our string separation method unifies physical features,
character recognition and language processing using network expressions to correctly
segment a string of characters. Our character recognition method is based on pattern
matching that simultaneously uses both directional features that are off-line features
and direction-change features that we designed as on-line features. Our methods

improved string separation accuracy and character recognition accuracy.

(a) Character string separation method

We introduced two string separation methods. Our first method, using
Multi-level network expressions, sums up the score of physical featuresin Network A
and the score of logical features in Network B. Our second method, using Unified
network expressions, unifies the score of physical features and the score of logical
features by using only one network.

The string separation rate could be improved by our methods for unknown data
set consisting of Japanese strings freely written by 21 different people. Using the
conventional Murase method, the string separation rate is 85.54% for all strings;
using our Multi-level network expression, the string separation rate is 86.73% for all
strings; using our Unified network expression, the string separation rate is 90.72%
for all strings.

Our methods improved the string separation rate because they obtained
separation results by using both physical features and logical features. The rate of
our second method (Unified network) is better than that of our first method
(Multi-level network) because the second method unifies the physical features,
character recognition, and language processing more effectively than the first
method.

In the future, we will clarify how much weight should be given to each feature
in the network expression. We believe that the string separation rate can be further
improved by better assigning weights to nodes and links in the network expression.
Moreover, we believe it is important to improve character recognition accuracy to

achieve a higher character separation rate.
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(b) Character recognition method

On-line character recognition generally uses structure analysis approaches.
However, CPU accuracy has recently improved, the cost of memory has rapidly
decreased, and various character features can be used. Therefore, we believe a
statistical approach holds great promise because it has the advantage of its
recognition dictionary being able to learn character features from many handwritten
data without any manual work. Therefore, we have pursued character recognition
based on a statistical approach.

We propose a new on-line recognition method that simultaneously uses both
directional features, otherwise known as off-line features, and direction-change
features, which we designed as on-line features. The direction-change features
express where and in which direction the character’s stroke changes.

In a recognition experiment with a public on-line handwritten database
(HANDS-kuchibue_d-96-02), recognition rate improved from 77.89% to 87.20% over
the traditional method of using only directional features. We confirmed our method is
effective in handling stroke shape, stroke-order and stroke count variations.
Furthermore, we think our method can effectively unify the stroke points of
directional features and direction-change features. The directional features are
fundamentally appropriate for handling stroke order variations because these features
are off-line features. By simultaneously using both directional features and
direction-change features in the pen down state, the recognition method can more
effectively handle stroke shape variations. Moreover, by using direction-change
features in the both pen down and pen up states, the recognition method can better
handle stroke-count variations caused by stroke connections.

In our method based on a statistical approach, the recognition dictionary can easily
learn character features without manual work. Accordingly, our method’s accuracy
can be improved by augmenting its learning dictionary with large quantities of
handwritten data. In the future, we will investigate better methods of extracting
direction-change features of the imaginary strokes in the pen-up state for improving
the recognition rate and how to efficiently reduce the features’ dimensions to speed

up the recognition process. From such investigations, not only character recognition
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accuracy but also character string separation accuracy is expected to improve.
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Appendix (1)

[ String Separation ]

Table Al-1 Kinds of handwritten character strings for
separation experiments

(a) Kanji character strings

(b) Mixture character strings
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Table A1-2 String separation rates by using Unified Network

(a) Learning data ( setl)

(b) Unknown data ( set 2)

no. [Writer [ KANJI |_MIX_ | _ALL no. [Writer | KANJI |_MIX | _ALL
1 6 |[98.28 | 97.85 | 98.01 1| 41 |[9848 | 96.77 | 97.48
2] 4 | 99.26 | 9565 | 97.18 2] 29 [ 9550 | 9659 | 96.15
3] _18 |[100.00 | 94.06 | 96.47 3] 38 || 9853 | 9383 | 9597
48 |[100.00 | 9388 | 96.20 4] 24 |0839 [ 0231 | 9513
5| 19 | 9857 | 9362 | 95.73 5| 31 || 9565 | 94.62 | 9506
6| 11 || 96.97 | 9457 | 9557 6| 39 |[100.00 [ 90.43 | 94.34
7| 9 ][ 9839 | 9327 | 9518 7|40 |[100.00 [ 90.22 | 94.08
8] 13 |[100.00 | 89.74 | 94.67 8] 35 || 9800 | 0114 | 9380
o 17 |[ 9589 | 9362 | 9461 o 27 |[96.83 | 90.30 | 9313
10[ 16 | 9688 | 9195 | 9404 10[ 30 [[100.00 | 8721 | 93.04
11 2 |799.04 | 9086 | 9391 11| 26 | 96.06 | 9037 | 9268
12[ 14 |[100.00 | 89.13 | 93.83 12[ 42 |[100.00 | 8713 | 9253
13[ 1 |'99.18 | 8984 | 9353 13[ 28 [[9931 | 8656 | 9215
14 20 |[97.73 | 9029 | 9349 14] 34 | 9444 | 8864 | 9125
15[ 10 |[100.00 | 86.42 | 9267 15[ 36 |/100.00 | 8043 | 89.02
16| 21 | 9302 | 9085 | 91.81 16| 33 || 9828 | 82.47 | 88.39
17[ 3 |[9781 [ 8563 | 9112 17| 37 | 97.06 | 8025 | 87.92
18] 7 |[100.00 | 77.08 | 90.83 18] 25 | 9741 | 8152 | 87.67
19 5 |[100.00 | 8295 | 90.07 19 23 | 9836 | 7831 | 86.81
20 12 |[ 0444 | 8660 | 89.94 20 43 |[97.12 | 5060 | 7759
| 21[ 15 | 8657 | 8462 | 8552 21 32 |[89.83 | 66.67 | 75.66
all 97.68 | 9058 | 9360 all 9761 | 8557 | 90.72
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Appendix (2) [Character Recognition]
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Fig. A2-1 Examples of handwritten characters for

character recognition experiments (HANDS-kuchibue_d-96-02)
(Even numbered data set)
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Fig. A2-1 Examples of handwritten characters for

character recognition experiments (HANDS-kuchibue_d-96-02)
(Even numbered data set)
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Fig. A2-1 Examples of handwritten characters for

character recognition experiments (HANDS-kuchibue_d-96-02)
(Even numbered data set)
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Fig. A2-2 Examples of handwritten characters for

character recognition experiments (HANDS-kuchibue_d-96-02)
(Odd numbered data set)
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character recognition experiments (HANDS-kuchibue_d-96-02)
(Odd numbered data set)
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Roman Alphabets
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Hiragana

categories when calculating recognition rates
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Table A2-1 Similar character pairs which are counted as identical
Table A2-2 Characters which are 100% recognized correctly
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Table A2-3 Worst 100 characters in recognition rates

(The characters in 1st candidates’ list are in order of frequency)

no.| Characters Recognition 1st candidates® list no.| Characters Recognition 1st candidates® list
rate (%) rate (%)

11 (Alphabet) 12.20 [T T /7 ky Cx x=® 51 ) 60.98 EEBRE £

2| — (Katakana) 13.15 o _ / ! 52 > 60.98 S > > \ M)

3| x_(Alphabet) 17.07 X x x X X A7 dt 53 ~ 60.98 XX~ N ~FMN

4 t 26.02 £t t b F A+ 4 *x 54 ) 61.52 A3 9 5 H B 2T

5] & (Katakana) 31.01 J o2 [0D 2V n vy a7y 55 > 61.98 5 5 s 3 w5 9T b

6] ~ (Katakana) 3171 XA ARy 56 n 62.20 nmhu®ub~HNLi

71 X (symbol) 31.71 X X X A x k x A 57 v 62.60 v /g ) vy

8| T (Katakana) 31.71 T T I == I = x 7 7 58 T 62.94 Tt 7 42 =T 7 D)

o] — (Kanji) 33.33 - - 59] [ (Symbol) 63.41 00 e fif oV

10| 0 (Numeric) 3341 00 0o 0 0 OU ¢ L 6 60 & 63.41 AR I i i)

11] [ (Kanji) 34.15 0O e 0D 27 b | 2 61 < 63.41 < (<

12| ~X (Katakana) 35.77 A VA 62 T 63.41 T C 4L T v 204 2 &

13| — (Symbol) 36.59 — = — = 63 . 64.23 SN

14| #_(Katakana) 36.79 B n Jl x DU 7 DI 64] ~ (Katakana) 64.81 ~~ A~ JU " N A1

15] — (Symbol) 37.80 - —— = N 65 J 65.85 J T il F

16 < 39.53 < (< cC c & 4 A X 66 K 65.85 k K k A« & x h

171 1 (Numeric) 39.84 1 ‘ S 1 ] 1 T~ 67 i 65.85 i J X i X g L 7

18 = 40.77 —_ = = EX I 68 b 65.85 yr vy xY 1 vy

19 ) 41.46 > ¥ ¢« 4 69 fi 65.85 f [ (A P9 vy BH B OBY 9 fA

20 I 41.46 I I | = T ¢ 70 65.85 = =

21| o (Alphabet) 43.29 o 0O, 0 a6 OO 71 7 65.85 n 7 n b D) Ju~Jl

22| % (Katakana) 43.36 4NN RXT 7T Ty 72 65.85 (b5 b s S H &

23 — 44.60 = =2 7 v =1 73] U (Katakana) | 6655 vy vy ol v) 7

24] 77 (Kanji) 45,53 N H T T Hoe x> 74 ’ 67.07 ) 1 BT

25 + 46.34 + + t [ T 3} & 75 X 67.07 X XA EZ T =

26 ) 46.34 ) > s o ) X 76 + 67.25 E++ T - F F L

27 1 47.56 I I | = 1 T 717 2 77 A 67.99 AXX 2 v AN/ x L

28 7 48.78 79 7 o> 7 92 /) 7 78 e 68.29 Wis v 4 %

29 X 48.78 X X X x ¥ A 79 5% 68.29 PN NS

30 ) 48.78 ] ) = 80 ¥ 68.29 Yy A L AX N ¥ o X B

31 2 48.78 P A-S - A 81 a 68.29 AN NANR AN

32 J\ 48.78 N ANASASFL T AW 82 # 68.29 # o + F 4

33 o 48.78 6 O 6 ] o~ o ®u [ 83 o 68.29 0 ® o P+ D1

34| T (Kanji) 51.22 T x 1 = x [ =t T ¢ 84 3 68.51 L EE t X% b+ x|

35 v 51.22 v v LV y vV v O r 85 ] 68.58 [l B (A BB T N Ay PY el

36 £ 51.22 § 5 5 3 F ¢ ; 86 s 68.99 F T+ 47 I F T

37 Vv 51.22 VVVvVINTT 87 7 70.33 7 37 ) A XY A2 A

38| o (Symbol) 51.22 0o o OO0 a, 0DO 88 © 70.73 © 0 o @®0O®

39| O (Alphabet) 52.85 00 0o Oo 6O CO 89 . 70.73 N

40 ( 53.66 (<« 90 ¥ 70.73 ¥ 4+ A F T K

41 L 53.66 ¢ L1 1w £t & 91 [ 70.73 FIEEEE R R

42 D) 56.10 Xz X 3 92 o 70.73 ¢ b v + «x

43 A 56.10 A AN\ 93 Q 70.73 Qa0 ®e®0O0

44 T 56.10 T T )T 94 = 70.73 HAEE A #EE e =

45 i 58.54 ot &k 3T 4 %t 95 f 70.73 f++ 7+ Tt 7 {5

46 q 58.54 qg 9 ¢ g o & gt F Y 96 oK 70.73 K K I

47| b (Katakana) 59.44 P P AT k2 i L f h 97 I 70.73 My W e it IR R R

48 ! 59.76 1 i () 98 5 70.73 BB BB EE

49] -+ (Kanji) 60.06 + + t T 3} f = 4 99 J 70.73 S 1 6 58K &4

50] X (Katakana) 60.28 XXX RN T~ IR 100 N (Kan ji) 70.73 [t
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Table A2-4 Charatcers improved better than 20% in recognition rates
by using direction-change features

(379 characters)

X 2@ #K X =
N &N
N
{OHD s BB
¥ W A
K EHXK
P ey
R
R = EE
PN e X

DRE LR
N = E
KR =#
B A L8 KR
BEEK eE
REHHEE
L EHE K
R X 0 D
e N
o @ X K R

o N EE
g 1l S
# 5 K K
oul 7SR
AR R
B I8 BE K WP
Ho BT 5Q X i
A (S
OCEWER
% Mo K K

N B
Mmoo B X Ho
[ £ HE 1% 48
B+ 9K
1 e HE i
K
50 H0 BK Y TR
gl e NI
g QiR U
1 SN S

AR ®
it K b e
REBRE
B R K
BEEL
I H N
K K Y - i
$E {6 Y 3
B i N2 #K
BEREE

O
P IR i
£ HKKE
i) o & kY
B T
2 B
24 v K
HE O & HK3K
o0 B &k
HE - B AR K

Ksd
f§ « i 9
R H N
R
KR
=il
XEEX
el G
e —
- EBKH

IR %0 A K
S &K
& o B
B 3R
2 #f R K
- = X a8
g e

M REk X
e MR
H 4% i 4

Table A2-5 Charatcers degenerated worse than 5% in recognition rates
by using direction-change features

(40 characters)

=
Si=

o
m-

SE=!
Ko #8
B

A ap

e

@&F
© =
W]

A

g

EQ
s
— &

A

© &
R« <
¢

90
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Table A2-6 Classification rates of even numbered 40 data sets

(Learning data sets)

(Four) Directional features 100 100 100 100 100 100 100 100 100 0 0 0 0
Written-area feature 100 0 100 | 100 | 100 | 1500 [ 1500 [ 1500 | 1500 | 100 100 0 0
(Eight) Direction change features 100 0 0 100 0 100 0 100 0 100 100 100 100
Circle feature 100 0 0 0 100 100 0 0 100 100 0 100 0
KANJI 92,65 |[82.52 183.23 [92.60 |83.35 || 93.01 | 83.93 [ 9297 |84.10 | 87.13 | 87.07 || 85.58 | 85.57
1st Non-KANJI 8131 | 71.20 | 72.82 [80.98 | 73.91 || 82.62 | 74.70 | 8233 | 75.63 |[ 69.14 | 68.46 || 58.72 | 58.08
ALL 86.66 || 76.54 | 77.73 186.46 | 78.36 || 87.52 [ 79.05 [ 87.35 | 79.63 |[ 77.63 | 77.24 || 71.39 | 71.04
KANJI 97.81 [[93.66 |94.18 |97.79 ]194.29 || 98.03 [ 94.82 [ 98.00 |94.94 |[ 9551 | 9546 || 93.67 | 93.72
5th Non-KANJI 93.66 |[86.11 |88.33 |93.45 [89.03 || 95.18 [ 91.19 [ 95.05 |91.67 |[ 87.28 | 86.60 | 71.09 | 70.84
ALL 95.62 [[89.67 191.09 ]9550 ]9151 119652 [ 9291 [ 96.44 |93.21 |[91.16 | 90.78 || 81.74 | 81.64
KANJI 98.67 || 95.70 ]96.19 [98.65 | 96.27 || 98.74 | 96.61 [ 98.73 |96.70 | 97.01 | 96.96 |l 94.90 | 94.99
10th Non-KANJI 96.14 |1 89.52 191.92 196.01 [92.45 | 97.31 [ 9459 [ 97.25 |94.90 | 92.32 | 91.76 || 72.60 | 72.64
ALL 97.33 [[9243 19393 197.25 194.26 |[ 97.99 [ 9554 [ 9795 | 9575 |[ 9453 | 9421 [ 83.12 | 83.19
KANJI 99.15 [[96.95 |97.45 [99.13 [97.53 |[ 99.17 [ 97.76 [ 99.16 |97.83 | 98.00 | 97.97 |[ 95.67 | 95.80
20th Non-KANJI 97.61 [[91.73 194.41 |97.52 |94.76 || 98.53 [ 96.66 | 98.51 |96.81 |[ 9546 | 95.14 || 73.05 | 73.25
ALL 98.33 [[94.19 195.84 198.28 196.06 || 98.83 [ 97.18 [ 98.82 |97.29 |[ 96.66 | 96.47 || 83.72 | 83.89
KANJI 99.51 [[97.87 198.38 ]99.50 ] 98.43 || 99.45 [ 98.50 [ 99.43 |98.55 | 98.81 | 98.79 || 96.23 | 96.39
50th Non-KANJI 98.68 [ 93.60 | 96.60 [98.65 |96.77 || 99.26 | 98.14 [ 99.25 |98.22 | 97.92 | 97.88 || 73.17 | 73.46
ALL 99.07 [[95.62 197.44 199.05 197.56 |[ 99.35 | 98.31 [ 9934 |9837 ([ 9834 | 98.31 |[ 8405 | 84.27
KANJI 99.62 [[98.14 |86.45 [99.62 [98.71 || 99.51 | 98.67 [ 99.50 |98.71 | 99.08 | 99.06 |f 96.36 | 96.53
100th Non-KANJI 99.25 [[94.43 |74.87 199.24 198.08 || 99.57 [ 98.76 | 99.57 |98.82 | 99.14 | 99.21 || 73.19 | 73.49
ALL 99.42 [[96.18 185.14 199.42 198.38 || 99.54 [ 98.72 | 99.53 |98.77 [ 99.11 | 99.14 || 84.12 | 84.36
Table A2-7 Classification rates of odd numbered 41 data sets
(Unknown data sets)
(Four) Directional features 100 100 100 100 100 100 100 100 100 0 0 0 0
Written-area feature 100 0 100 100 100 Jf 1500 | 1500 [ 1500 | 1500 100 100 0 0
(Eight) Direction change features || 100 0 0 100 0 100 0 100 0 100 100 100 100
Circle feature 100 0 0 0 100 100 0 0 100 100 0 100 0
KANJI 9141 |[81.94 [8258 |191.39 |82.63 || 91.79 | 83.14 | 91.77 [83.20 || 84.44 | 84.41 | 82.87 | 82.86
1st Non-KANJI 81.77 || 72.13 | 73.71 [81.29 [75.04 || 83.10 | 75.46 | 82.65 |76.69 || 68.71 | 67.98 || 57.73 | 57.02
ALL 86.32 || 76.76 177.89 [86.06 [78.62 || 87.20 | 79.08 | 86.95 |79.76 |[ 76.13 | 75.73 [ 69.59 | 69.21
KANJI 97.84 |[94.11 [94.58 |97.82 |94.64 |[ 98.02 | 95.06 | 98.01 [95.13 || 94.75 | 94.73 | 92.87 | 9291
5th Non-KANJI 94.45 | 87.18 [89.30 |194.24 190.11 || 95.96 | 92.10 | 95.84 [92.65 || 87.41 | 86.54 || 70.75 | 70.40
ALL 96.05 {9045 [91.79 195.93 |92.25 ][ 96.93 | 93.50 | 96.86 [93.82 || 90.87 | 90.40 | 81.19 | 81.02
KANJI 98.78 ][ 96.20 [96.68 |98.77 | 96.72 || 98.82 | 96.97 | 98.81 |97.02 || 96.59 [ 96.58 || 94.51 | 94.57
10th Non-KANJI 96.75 190.45 [92.72 196.62 | 93.27 || 97.92 | 95.33 | 97.88 [95.63 || 92.67 | 91.94 || 72.27 | 72.20
ALL 97.71 1193.17 [9459 197.64 194.90 || 98.35 | 96.10 | 98.32 [96.29 || 9452 | 94.13 | 82.76 | 82.75
KANJI 99.30 |[97.47 [97.90 199.20 |97.94 |[ 99.27 | 98.12 | 99.27 198.14 (| 97.77 | 97.75 | 95.52 | 95.60
20th Non-KANJI 98.04 ][ 92.58 [94.99 |197.96 | 95.36 || 98.95 | 97.23 | 98.93 ]97.39 || 95.76 | 95.38 || 72.64 | 72.73
ALL 98.63 1194.89 [96.36 198.59 |96.57 |[ 99.10 | 97.65 | 99.09 [97.75 || 96.71 | 96.50 || 83.44 | 83.52
KANJI 99.65 |[98.32 [98.76 199.65 |98.77 || 99.54 | 98.80 | 99.54 [98.83 || 98.77 | 98.76 | 96.26 | 96.35
50th Non-KANJI 99.03 1(94.35 [97.05 199.00 |97.24 || 99.54 | 98.63 | 99.54 [98.71 || 98.13 | 98.09 || 72.75 | 7291
ALL 99.32 ][96.22 [97.85 199.31 |97.96 ][ 9954 | 98.71 | 99.54 198.77 || 98.43 [ 9840 | 83.84 | 83.97
KANJI 99.74 1198.57 [99.02 199.74 199.03 |[ 99.59 | 98.95 | 99.59 [98.98 || 99.06 | 99.05 || 96.47 | 96.56
100th Non-KANJI 99.53 | 95.18 [98.44 199.52 |98.55 | 99.72 ] 99.15 | 99.72 [99.21 || 99.22 | 99.26 || 72.77 | 72.95
ALL 90.63 1196.78 198.71 199.63 |198.78 | 99.66 ] 99.06 | 99.66 [99.10 || 99.15 | 99.16 || 83.95 | 84.09
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Table A2-8 Recognition rates

Data sets ODD numberd 41 data sets (Unknown) [[ Even numberd 40 data sets (Learning)
Character kinds KANJI Non-KANJI ALL KANJI Non-KANJI ALL
Recognition rates 91.79 83.10 87.20 93.01 82.62 8752

(Weights of directional features, direction-change features and written-area features= 1.0, 1.0 and 15.0) (rate:%)

(Recogni tion rate — Characters recognized correctly]

all handwritten data count

Table A2-9 Averages of character’s recognition rates

Data sets ODD numberd 41 data sets (Unknown) [[ Even numberd 40 data sets (Learning)
Character kinds KANJI Non-KANJI ALL KANJI Non-KANJI ALL
Average recognition rates 92.75 81.20 91.44 94.86 82.76 93.49
(rate:%)

(Weights of directional features, direction-change features and written-area features= 1.0, 1.0 and 15.0)

A i ; Zeach character's recognition rate
verage recognition rate =
9 9 Character kinds count
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